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Abstract—In view of the constant development of any business,
we have a lot of data that must be protected. At the moment,
the access control checkpoints are equipped with various types of
access control. But most of the access control devices have a high
price. Moreover, a large part of the costs fall on the allocation of
personal identification for each user agent. The solution to this
problem is voice recognition. The use of biometrics eliminates
the chips and access cards. Avoid loss of means of identification
and theft. And the use of the voice will eliminate the expensive
equipment to read the data.
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I. INTRODUCTION

Currently, voice recognition and biometrics as a whole, al-
ready widespread. The simplest example - fingerprint scanners
installed on almost every laptop.

"Biometrics" assumes people recognition system on one or
more physical or behavioral traits. In the field of information
technology, biometric data is used as a form of identifiers of
access control. Also, biometric analysis is used to identify
people who are under the supervision[l]. Just biometrics
provides the behavioral analysis of the object. These include
walking, gestures, etc.

Authorization process using biometrics is quite simple.
Using an apparatus for varying the characteristics identified
by the current data are scanned and compared with previous
data.

Biometric systems have a number of important advantages:
biometrics uses characteristics of the human body and its
behavior, which makes the data unique (give someone else a
fingerprint or make the iris of your eye like a someone else’s
It requires quite rare and sophisticated technologies); Unlike
paper-based IDs (passport, driving license, identity card), by
a password or personal identification number (PIN), biometric
characteristics can not be subjected to theft, can not be lost or
forgotten. Quite a long time, fingerprints are used to identify
criminals and prevent theft or fraud. Some people are able to
imitate the voice, but it requires special skills that are not often
met in everyday life.

The latter include voice, gait, gestures, handwriting, etc.
Until recently, little behavioral characteristics in identification
systems used in connection with the obvious drawbacks. Over
time, the human gait can vary. The voice may change as a
result of the disease, age-related changes or the environment
(for example, high noise level). Currently, however, with the
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advent of effective methods of digital signal processing interest
in this subject has increased significantly in the world.

We propose to use voice recognition to control access to
devices on the premises. The advantage of this solution is the
simplicity of the hardware and software implementation. For
voice print only requires a microphone and an analog-digital
converter. These devices are equipped with almost all modern
desktop and mobile computers.

Task voice recognition or speaker recognition voice boils
down to, to identify, classify and appropriately respond to
human speech from the input audio stream. It is usually divided
into three sub-tasks: receiving a voice print, identification and
verification.

Receiving voice imprint - the process of obtaining the
sample, representing the vector characteristics of the speaker’s
voice. Identification - the process of determining the identity
modeled voices by comparing the sample template files saved
in the database.

Verification - a process in which by comparing the sub-
mitted sample template stored in the database the requested
identity is verified. The result is a proof of identity or a
negative response system. Implementation of these procedures
takes quite a long time, so difficult simultaneous identification
of several persons.

The aim is to reduce the time of receipt of voice prints, as
well as a decrease in the time of identification and verification
of the voice print. To achieve this goal is proposed to use the
Kohonen self-organizing map (SOM - Self-Organized Map),
where the processing speed has been increased through the
provision of neurons with maximum activity, while receiving
minimal loss of accuracy.

II. VOICE RECOGNITION PRINCIPLE

To implement voice recognition is necessary to make a
specific course of action.

With microphone voice recording turns out to be identified
and sent to the computer. It is to obtain the optimal WAV file,
since ease of handling.

The resulting voice recording must be divided into frames.
Separation of the footage shown in Figure 1.

This action is necessary for easier work with the recorded
soundtrack. Further, all calculations will be made with each
frame individually.
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Figure 1. Audio wave

The next step is to remove noise and unwanted effects.
This is necessary in order to record obtained at various times
correspond to each other, regardless of external factors. There
are many ways by which you can reduce the noise effects. I
used the multiplication of each frame on the weighty special
feature — "Hamming window":
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where n — ordinal number of the element in the frame for
which the new value of the amplitude is calculated,

N — frame length (number of signal values measured for
the period).

The resulting footage is converted to its frequency response
using a sweep through the "Fast Fourier Transformation":
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where NV — frame length (number of signal values measured
for the period)

X,, — the amplitude of the n-th signal

X — N — complex amplitudes of the sinusoidal signals
composing the original signal.

Today the most successful voice recognition system using
knowledge about the hearing aid. They are based on the fact
that the ear interprets sounds not linearly but in a logarithmic
scale. In view of these features is necessary to bring the
frequency response for each frame "mels". The dependence
is shown in Figure 2.

To go to the "mel" characteristics following relationship is
used:

m = 2595log10(1 + = 1127log.(1 + 3)

f
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where m — frequency Melachim, F' — frequency in hertz.

This last action is required for the subsequent conversion
to vector characteristics which, subsequently, is compared with
the database of voice records. The vector will comprise mel-
cepstral coefficients, which can be obtained by the following
formula:
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Figure 2. Audio wave
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where c,, — mel-cepstrum coefficient at number n,
S — amplitude of k item in mel frame,
K - prescribed number of mel-cepstral coefficients

ne(l, K.

The resulting feature vector is added to the database for
comparison with it.

It is recommended to use multiple entries of the same voice.
Then, the resulting vector is presented as the arithmetic mean
vectors characterizing individual frames of speech. To improve
recognition accuracy just need to average the results not only
between shots, but also take into account the performance of
several speech samples. With a few voice recordings, it is
reasonable not to average performance to one vector, and spend
clustering, for example using the method of k-means.

III. NEURAL NETWORK COMPARISON

The self-organizing map (SOM) (Kohonen, 1982) is one
of the most important neural network architecture. Since its
invention it has been applied to so many areas of Science
and Engineering that it is virtually impossible to list all the
applications available to date (van Hulle, 2010; Yin, 2008).
In most of these applications, such as image compression
(Amerijckx et al., 1998), time series prediction (Guillen et
al., 2010; Lendasse et al., 2002), control systems (Cho et al.,
2006; Barreto and Aratjo, 2004), novelty detection (Frota et
al., 2007), speech recognition and modeling (Gas et al., 2005),
robotics (Barreto et al., 2003) and bioinformatics (Martin
et al., 2008), the SOM is designed to be used by systems
whose computational resources (e.g. memory space and CPU
speed) are fully available. However, in applications where such
resources are limited (e.g. embedded software systems, such
as mobile phones), the SOM is rarely used, especially due



to the cost of the best-matching unit (BMU) search (Sagheer
et al., 2006). Essentially, the process of developing automatic
speech recognition (ASR) systems is a challenging tasks due
to many factors, such as variability of speaker accents, level of
background noise, and large quantity of phonemes or words to
deal with, voice coding and parameterization, among others.
Concerning the development of ASR applications to mobile
phones, to all the aforementioned problems, others are added,
such as battery consumption requirements and low microphone
quality. Despite those difficulties, with the significant growth
of the information processing capacity of mobile phones, they
are being used to perform tasks previously carried out only
on personal computers. However, the standard user interface
still limits their usability, since conventional keyboards are
becoming smaller and smaller. A natural way to handle this
new demand of embedded applications is through speech/voice
commands. Since the neural phonetic typewriter (Kohonen,
1988), the SOM has been used in a standalone fashion for
speech coding and recognition (see Kohonen, 2001, pp. 360-
362). Hybrid architectures, such as SOM with MultiLayer Per-
ceptrons (SOM-MLP) and SOM with Hidden Markov Models
(SOM-HMM), have also been proposed (Gas et al., 2005;
Somervuo, 2000). More specifically, studies involving speech
recognition in mobile devices systems include those by Olsen
et al. (2008); Alhonen et al. (2007) and Varga and Kiss (2008).
It is worth noticing that Portuguese is the eighth, perhaps, the
seventh most spoken language worldwide and the third among
the Western countries, after English and Spanish. Despite that,
few automatic speech recognition (ASR) systems, specially
commercially available ones, have beendevelopedand it isavail-
able worldwidefor the Portugueselanguage. This scenario is
particularly true for the Brazilian variant of the Portuguese
language, due its large amount of accent variation within the
country. Scanzio et al. (2010), for example, report experiments
with a neural network based speech recognition system and
include tests with the Brazilian Portuguese language. Their
work is focused on a hardware-oriented implementation of the
MLP network. In this context, the current paper addresses the
application of self-organizing maps to the Brazilian Portuguese
isolated spoken word recognition in embedded systems. For
this purpose, we are particularly interested in evaluating several
software strategies to speedup SOM computations in order to
foster its use in real-time applications. The end-user applica-
tion is a speaker-independent voice-driven software calculator
which is embedded in smartphones.

We used learning without a teacher, because it is much
more plausible model of learning in the biological system.
Kohonen developed and many others, it does not need to output
the target vector and therefore, does not require comparison
with predetermined ideal responses, and learning set consists
only of the input vectors. The training algorithm adjusts
network weights so as to produce consistent output vectors, ie,
to sufficiently close the presentation of input vectors produce
the same outputs. The learning process, therefore, highlights
the statistical properties of the training set and groups similar
vectors in the classes. Presentation of the input vector of this
class will give a certain output vector. The spread signal in
such a network is as follows: input vector is normalized to 1.0
and applied to the input, which distributes it on through the
matrix of weights W. Each neuron in layer Kohonen calculates
the sum at its input and depending on the condition of the
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surrounding neurons becoming active layer or inactive (1.0
and 0.0). Neurons in this layer operate on the principle of
competition, ie. E. As a result of a certain number of iterations
is still an active one neuron or a small group. This mechanism
is called lateral. Since testing of this mechanism requires
significant computing resources, in my model it replaced by
finding the maximum neuron activity and awarding him the
activity 1.0, and 0.0 all other neurons. Thus, the neuron is
activated for which the input vector closest to the vector of
the weights. As a sigmoid activation function is used, which
is as follows:

f(@) =1/(1+ %) ©)

where a — slope parameter.

Geometrically, this rule shows next picture:

Figure 3. Correction weights of Kohonen neuron

Since the input vector x is normalized, ie. E. Is on a
hypersphere of unit radius in the space of weights, then
the correction weights on this rule is rotated vector weights
toward the input that allows to produce statistical averaging of
input vectors, which reacts active neuron. Thus, the study was
replaced lateral approach leading to the activation of neurons.

IV. RESULTS

The effectiveness of the proposed approach to the identi-
fication of the employee’s voice, implemented in the access
control system in the room, was estimated on the basis of
techniques proposed in [20]. word composed of figures were
recorded for the experiment. The data set includes the voice
data of 14 speakers. 30 words (10 different words, on 3 samples
each) were recorded for each speaker. Table 1 shows the
selected words.

Table 1. THE WORDS, TAKEN FOR THE EXPERIMENT

[ One | Two [ Three | Four | Five |
| Six | Seven [ Eight | Nine | Zero |

Just as in the study described in the article, all the words
have been written to the indoors, and used as a source of noise
conditioner. Attracted by the speakers (11 men and 3 women)
spoke freely, while maintaining their respective accents and



pronunciation defects. It was necessary for the complexity of
classification problems, since even the same statements have
different durations after detecting the endpoint. Were used for
simulation and SOM TS-SOM, sluduet configuration having
10 inputs and 256 neurons located in the 16 * 16 array.

Analysis of results shows that the resulting modification
has improved the effectiveness of the implementation is two
times as compared to SOM: PDS, a fall of 3 per cent accuracy.

V. CONCLUSION

The result of this study was to modular application per-
forming voice user authentication. The program consists of
three main parts. The first carries the addition of users, the
second and the third carries the identification sends information
to identify the user.
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I'OJIOCOBASA NAEHTUONKALIN A
IIOJIB3OBATEJIA B CUCTEMAX KOHTPOJIA
JOCTVYIIA

Menbmaxkos I1.A., Mypaimko I.A.

3ajada roa0coBOi MaeHTU(MUKAINN U PACIO3HABA-
HUsI JINKTOPA [0 TOJIOCY CBOJIUTCSI K TOMY, YTOOBI BBIJIE-
JINTh, KJIACCUMUIUPOBATH M COOTBETCTBYIOIIUM 00pPa30M
OTpearnpoBaTh HA YEJOBEYECKYIO Pedb U3 BXOIHOIO 3BY-
KOBOIO 1OTOKA. [Ipy 3TOM OOBIYHO BBIJEJISAIOT TPU IMO/38-
Jadu: MOy 9eHne TOJI0COBOrO OTIEYATKA, NACHTU(MDUKAIIIS
u Bepudukanusd. Mcmomp3ys caMoopraHu3y oy ocs KapTy
Koxonena, ¢ HebobImmMu MOAUMUKAIUSIMA, BMECTO IIPO-
CTBIX AJITOPUTMOB CPABHEHUsI, MOXKHO 3HAUUTEJIHHO YCKO-
PUTDH JIAHHBIE OIIE€PAITUH.





