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Abstract—ODbject detection is a typical task of computer vision.
This paper presents some results of implementation of the traffic
sign recognition. We use R-CNN for traffic sign detection system.
We focus on speed limit superclasses of traffic sign. R-CNN deep
learning detector is a simple and suitable model for the traffic sign
recognition. This approach combines multiple low-level image
features with high-level context from object detectors and scene
classifiers. Despite the existing advances in computer vision, the
article considers the problems that exist and which need to be
solved in the future in the field of computer vision system design.
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I. INTRODUCTION

In recent years image processing and analysis, pattern detec-
tion are the most exciting and fastest-growing research areas in
the computer vision. Recent computer vision technologies and
algorithms are support efficient semantic image segmentation
and classifications. Intelligent driver assistance systems are
systems to help the driver in the driving process. Traffic sign
recognition is a technology by which a vehicle is able to
recognize the traffic signs put on the road. This is part of
the Intelligent driver assistance systems [1]. The goal of our
research is to detect traffic signs into speed limit superclasses

as shown in Fig. 1.
(b)

(a)

Figure 1. Examples of real-life traffic signs superclasses (a) and there
synthetic examples (b).

Object detection is the task of finding the different objects
in an image and classifying them. In our research, instead of
developing of traffic sign detection system by applying R-CNN
detector we try to formulate problems and goals that exist in
the field of computer vision. Computer vision is one of the
fields of Artificial Intelligence that has grown the most in the
last 15 years. But we can speak only about private decisions
of individual narrow tasks of computer vision.

This paper is structured as follows. Session II-IV describes
image processing stages and used algorithm. In session V we
formulate problems and goals in the field of computer vision.

II. RELATED RESEARCH STUDIES

A comprehensive review on the recent achievements of
traffic sign recognition was presented in [2]. Many different
approaches have been used for traffic sign recognition. Typical
sign detection algorithms consist of three stages: segmentation,
detection and classification, Fig. 2.
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Figure 2. Typical sign detection algorithms

Traditional approach for segmentation is to threshold in
chosen color space (HSV, HSI or CBH) [3-5], in order to
obtain a binary image, Fig. 3.

Feature extraction is the second part of this process. In [6]
authors have calculated Fourier descriptors. Other approach
is using various HOG-features or edges [2]. The last stage
is detection and classification using suitable classifier (SVM,
neural network, Cascaded classifier, Fuzzy templates, Hough
shape detection, etc.) [2], Fig. 4.
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Figure 3. Example of segmentation process

Figure 4. Example of traffic sign detection

III. R-CNN OBJECT RECOGNITION

This typical scheme does not always provide the required
accuracy of the detection. Traditional machine learning makes
it possible to obtain good results with small datasets. It is
possible to train a model quickly. But there is an accuracy
plateaus in this case. We need to try different features and
classifiers to achieve best results.

Recently, deep learning have significantly improved image
classification and object detection accuracy [7]. Traditional
neural networks contain only 2 or 3 layers, while deep net-
works can have hundreds. Deep learning is a type of machine
learning in which a model learns to perform classification tasks
directly from images. The network increases the complexity
and detail of what it is learning from layer to layer. Deep
learning requires very large data sets and computationally
intensive. However, such approach allows us to learn features
and classifiers automatically. The accuracy is unlimited in this
case. The network learns directly from the data. We have no
influence over what features are being learned [8].

At present, a large number of models of deep neural
networks are proposed. A convolutional neural network (CNN)
is one of the most popular algorithms for deep learning with
images. The first successful applications of Convolutional

Networks were developed by Yann LeCun. Its named LeNet
[9], Fig. 5.
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Figure 5. Architecture of LeNet-5, a Convolution Neural Network

The AlexNet was submitted to the ImageNet ILSVRC chal-
lenge [10] and significantly outperformed the second runner-up
[11], Fig. 6.

Figure 6. Architecture of AlexNet, a Convolution Neural Network

The ILSVRC 2014 winner was a Convolutional Network
from Szegedy et al. from Google (GooglLeNet) [12]. This is
not a complete list of models.

The goal of R-CNN (Regional CNN) is to take in an
image, and identify where the main objects (via a bounding
box) in the image. The first generates category-independent
region proposals. These proposals define the set of candidate
detections available to detector. The second module is a
large convolutional neural network that extracts a fixed-length
feature vector from each region. The third module is a set of
class-specific linear SVMs [13].

Object detection system is presented in Fig. 7.
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Figure 7. Object detection system [13]

IV. EXPERIMENTAL EVALUATIONS

A few publicly available traffic sign data sets exist:

e German TSR Benchmark (GTSRB) [14,15];

o KUL Belgium Traffic Signs Data set (KUL Data set) [16];
o Swedish Traffic Signs Data set (STS Data set) [6];

¢ RUG Traffic Sign Image Database (RUG Data set) [17];
« Stereopolis Database [18].
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The evaluation of traffic sign detection is based on Swedish
Traffic Signs Data set [6, 19]. A dataset has been created by
recording sequences from over 350 km of Swedish highways
and city roads. A 1.3 mega-pixel color camera at the resolution
of 1280 x 960, a Point-Grey Chameleon, was placed inside a
car on the dashboard looking out of the front window. The
camera was pointing slightly to the right, in order to cover as
many relevant signs as possible. The lens had a focal length of
6.5 mm, resulting in approximately 41 degrees field of view.
Typical speed signs on motorways are about 90 cm wide,
which corresponds to a size of about 50 pixel if they are to
be detected at a distance of about 30 m.

In total, in over 20 000 frames have been recorded of which
every fifth frame has then been manually labeled. The label for
each sign contains sign type (pedestrian crossing, designated
lane right, no standing or parking, priority road, give way, 50
kph, or 30 kph), visibility status (occluded, blurred, or visible)
and road status (whether the signs is on the road being traveled
or on a side road), see figure 1 [6, 19].

Dataset consists of two subsets. We divided subsetl into
training and validation sets consisting of 1970 (20%) images
and 7903 (80%), respectively.

In Table II, the results of the implementation of the R-
CNN detector for detecting traffic signs for speed limits are
presented.

Table 1
THE RESULTS OF THE IMPLEMENTATION OF THE R-CNN DETECTOR
Traffic sign Precision Recall
Speed limits 0.833£ 0.01 0.908

In the future, it is planned to conduct experimental evalua-
tions for all sign classes from the used database and expand
the test database of images.

In the process of working on a specific task of building
intelligent computer vision systems have been obtained ac-
ceptable results. However, identified problems and constraints
of all tasks in computer vision. Here they are:

o the lack of a unified algorithmic approaches, a large
number of individual solutions of a problem;

o testing and analysis of test results on narrow bases;

o the success of the solution depends on the researcher’s
experience that solves it.

Summarise the foregoing and formulate the problems aris-
ing in the process of building computer vision systems in
particular, and in the construction of intelligent systems.

V. COMPUTER VISION SYSTEMS: PROBLEMS AND GOALS

Let us generalize what was said above to the general case
of constructing an intelligent system of computer vision. We
have successfully solved a particular narrow problem.

Until now, research teams have only implemented a method
that they believe has potential or perhaps tested a few solu-
tions. This statement is true both for the task of traffic sign
detection and for computer vision systems in whole. Without

a way to compare performance with other systems, it is not
clear which approaches work best. There are a large number
of disparate databases, but there is no knowledge base.

At present time computer vision systems can perform many
tasks and has many real-life applications in a wide range of
areas including optical character recognition, face detection,
emotion detection, object recognition, vision-based biometrics,
identity verification through Iris code, login with fingerprint
or face, 3D modeling, special effects, etc. This is a very
active research area, and rapidly changing. There are many
examples of current computer vision systems. Many software
applications have been developed in the last five years.

At present, there are fenced borders, which do not allow
speaking about the complex solution of computer vision task.
Computer vision system is a particular case intelligent systems
in general. The list of limitations in the construction of
intelligent systems is large. Let’s name only a few of them:

1) There is no general approach for choosing a method,
methodology or algorithm for solving any computer
vision problem. The experience and knowledge of
computer vision specialists are crucial.

2) Many methods have been proposed for solving problems
of computer vision. More sophisticated approaches con-
sist of several computer vision stages. These methods are
based on traditional algorithms. Recent works suggest
combining different approaches for increasing perfor-
mance. More often, an increase in system efficiency is
achieved by modifying existing methods/algorithms or
a combination thereof. Fundamentally new and break-
through solutions are rarely offered. There are no uni-
versal methods/algorithm for solving wide class of
problems. It follows that there is no software tools for
solving a wide class of computer vision problems.

3) Practical vision systems need to be compact and low
cost, but given the previous comments, they are large-
scale and costly.

The difficulty of choosing an approach for building com-
puter vision system is shown in Table III.

Today there are already a lot of modern technologies of de-
signing intelligent systems. But they can solve not all problems
mentioned above. The following statements, formulated for
intelligent systems, are also valid for computer vision systems.
These are problems to be solved.

1. The development of intelligent system theory in general
and the theory of computer vision systems in particular is an
extremely important task.

2. It is necessary to have a general (complex, integrated,
holistic) technology of designing intelligent systems for
improving effectiveness of designing intelligent systems. Com-
patibility of such design solutions means compatibility of
different kinds of intelligent system components which, in
general, can be the products of developing by different and in-
dependent developer teams. Intelligent systems based on such
technology should be flexible, easy modified, reconfigurable.

3. Development of different kinds of intelligent system
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Table 1T
THE DIFFICULTY OF CHOOSING AN APPROACH FOR BUILDING COMPUTER
VISION SYSTEM

Component/stage of
computer vision system
Visual sensors

Technical/algorithmic solution

Sensors

Surveillance camera
Satellite

UAV

Registration method
Monocular

Stereo

Infra-red

Thermal

Video or Image

Video static or moving
etc.

Color features

Shape features
Temporal features
Texture features, etc.
Artificial neural networks
Support Vector Machine
Fuzzy logic

Decision trees

Bayes classifier
Wavelets

Hidden Markov Models, etc.

Information extraction

Decision-making

components which, in general, can be the products of devel-
oping by different and independent developer teams [20].

VI. CONCLUDING REMARKS

In this paper, R-CNN detector is studied as alternative to
the typical algorithms of traffic sign detection. Deep learning
have improved object detection accuracy. Public traffic signs
database was used for experiments.

But this is a special case of solving a narrow problem.
Despite the existing advances the problems that exist and
which need to be solved in the future in the field of computer
vision system design were formulated.
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Herekiust 06bEKTOB sIBJISIETCsl TUIOBOM 3aj1a49eil KoM-
IBIOTEPHOTO 3peHusi. B [aHHONt cTaThbe NpeICTABIICHBI
HEKOTOPBIE PE3YJIBTAThl PEAJIU3AIIN CUCTEMbI PACIIO3HA~
BaHUs JOPOXKHDLIX 3HAKOB. I JETEKIMU MCIOJb30BAH
R-CNN nerekrop. KiroueBoe BHUMaHHME OBLIO yIeJE€HO
JIETEKIINN JIOPOKHBIX 3HAKOB OTPDAHUYIEHUs CKOpocTH. R-
CNN gerekTop, OCHOBaHHBIN Ha, MIyOMHHOM OOYYeHWH, -
9TO MPOCTast U MOJXOMAIIAT MOJETDb JJIsI PACIIO3HABAHIS
JIOPOZKHBIX 3HAKOB. DTOT IOAXOM KOMOHHUDPYET HU3KO-
YPOBHEBbIE NPU3HAKUA W300payKeHUsi C BBICOKOYPOBEBBIM
KOHTEKCTOM, BKJIIOYAIONNM JIETEKITHI0 OOHEKTOB U KJIaC-
cucdukaTop. HecMoTpsi Ha CyIIecTBYIOIIUE IOIBUXKKHU B
KOMITBIOTEPHOM 3PEHUH B CTATHE PACCMOTPEHBI CYIIECTBY-
Io1ue 1 TPeOyIoIye PelreHnst TpodJIeMbl TOCTPOSHUST Ch-
CTE€M KOMITHIOTEPHOTO 3PEHMUSI.
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