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Abstract—In this paper we propose the architecture to
perform a task of semantic image analysis. The approach
uses the advantages of the state-of-the art deep convo-
lutional neural networks for object detection and builds
the semantic graph that represents the scene. Ontological
system is used in both graph construction and model
verification. The method can be used as a part of a more
extensive intelligent system.
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I. INTRODUCTION

The human interpretation of the image is based on a
clear understanding of the meaning of both the scene
itself and its individual elements as well as seman-
tic connections between these elements. So, when on
an image we see a roadway along with a traffic, we
conclude, that the action takes place on the road and
obeys the traffic regulations. We easily select the objects
of the scene – cars, buses, motorcycles, pedestrians,
traffic signs, and road markings. Paying attention to
the objects of the scene and their relative position, we
understand the situation well. All this happens quickly
and naturally. However, for artificial vision systems, such
an interpretation is still a challenge today.

In recent years great progress has been made in the
field of image classification [1], where the task is to as-
sign a label (or class) to each image. Further development
in image analysis went in two directions:

• the improvement of the results in the field of au-
tomatic detection of multiple objects in an image
(identification of object labels and the locations of
the objects) [2];

• semantic description of the image, which, given a
set of objects from the image, would allow to obtain
a sequence of words describing more complex con-
cepts than simply listing the objects in the image [3],
thus creating a text (including the one in simplified
natural language) describing relations between the
objects in the image.

Solving the problem of understanding and interpreting
images today requires the integration of methods from

these areas [4]. Thus, in the framework of certain modern
approaches a graph model that reflects semantic relations
between objects is constructed based on the results of
automatic detection [5].

A promising direction for further development in this
area is the use of more advanced semantic means, both
for describing the results of image analysis (objects and
relations), and directly in the analysis process. Such tools
currently are knowledge bases and ontologies [6].

Integration of knowledge about the image and the
objects represented on it into the knowledge base will
allow, on the one hand, to improve the accuracy of under-
standing through the context and information available in
the knowledge base, and on the other hand, to supplement
the results of the analysis with new knowledge, that is
not clearly presented in the analysis results, but can be
generated on the basis of these results and information
from the knowledge base (to “discover” the image) [7].

As part of this work, an approach to semantic image
analysis based on the integration of a model using convo-
lutional neural networks and information representation
and processing tools within the framework of an Open
semantic technology for intelligent systems design is
considered.

II. IMAGE UNDERSTANDING PROBLEM

Currently, the majority of works related to image
analysis, including semantic analysis, are devoted to
solving image recognition tasks, which involves object
detection, classification, and sometimes building seman-
tic links between objects. The result of solving this
problem is a description of the depicted objects, which
can be both formal and natural-language based. For the
formal representation of the identified relations between
objects it is convenient to use models based on semantic
networks.

However, building complex intelligent system, espe-
cially autonomous one, implies the ability of not only
processing the images, acquired by the system from
the external sources, but also the ability of the system
to understand the information that can be obtained by
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analyzing the image, i.e. integration of recognition results
into the knowledge base of an intelligent system for
subsequent analysis, correction, elaboration, decision-
making on the basis of the information acquired, and
other problems solving.

The task of image understanding can be represented
by the following pipeline:

1) Detecting the objects in an image – the estimation
of the regions, containing the objects, and their
classification.

2) Building an equivalent semantic network, its anal-
ysis and verification.

3) Integrating the model into the knowledge base,
eliminating synonyms, resolving contradictions.

4) Supplementing the new knowledge with the infor-
mation already stored in the knowledge base.

The solution to the problem of integrating new frag-
ments into the existing knowledge base, identifying and
eliminating synonyms and contradictions, is also carried
out in several stages and is discussed in more detail in
[8].

The approach to the development of a mechanism for
supplementing knowledge obtained by a system from the
external sources using information from the knowledge
base is discussed in [9].

Thus, this paper will focus on the first two stages, in
particular, improving the quality of image recognition
through the use of a priori knowledge stored in the
knowledge base. Moreover, the approach proposed in
this paper can easily be integrated with the approaches
considered in the indicated papers and used to solve the
problem of image understanding.

III. EXISTING APPROACHES ANALYSIS

To solve such a complex task as understanding and
interpreting an image, it is necessary to integrate an
artificial neural network with a knowledge database [10]:

• using hybrid neural network architectures, such as
convolutional neural networks and recurrent net-
works [11],

• by application of the semantic text analysis [12].
The solution will naturally include object detection

(e.g. by means of convolutional neural network approach)
and constructing the semantic structure in the form of
graph.

A. Object detection

The first step in image understanding is the detection
of the objects in an image – source image processing and
feature extraction. Today in the task of object detection
the following subtasks can be distinguished:

1) Semantic Segmentation: for each pixel in the input
image define its category or class [13]. This problem
can be solved by means of e.g. a recurrent network [14],
however, due to the large amount of the data processed

(each pixel of the image must be processed separately),
this approach is very inefficient.

2) Classification and localization: determine the class
of the object in the image and its exact location. This task
is now considered to be solved [15], however, since the
solution is mainly focused on the determining of the class
and location of only one object, the existing effective
solutions [16] can be applied, for example, to a part of
the image (or the scene) with already selected regions.

3) Object Detection: determine the class and the
rectangular region for each of the objects in an image.
As noted above, the problem can be solved by proposing
the number of regions of interest [17] and determining
whether there is an object in the selected block and which
class it belongs to. It is possible to use already pre-trained
model of the convolutional neural network [18].

4) Instance Segmentation: the task is to determine
object contours (all visible pixels) and its class on the
image with multiple objects [19]. This way it will be
possible to analyze the exact relative position of objects
in an image, including distortions and occlusions.

For further construction of the semantic network in
image analysis the solutions of the two last subtasks
based on the class of neural network models with the
so-called “region proposal” (R-CNN) are most effective:

• R-CNN [20] is a sequential image processing which
generates a set of region proposals using a certain
pre-trained convolutional neural network [21] with
the final SVM layer [22], and linear regression for
more accurate region estimation.

• Fast R-CNN [23] adds the selection of regions and
the unification of all neural networks into one model
to speed up the performance.

• Faster R-CNN [24] for even greater acceleration se-
lective search of regions is used, and convolutional
features are shared between all parts of the network.

• Mask R-CNN [19] in contrast to previous models
uses a binary mask to determine not only a rectan-
gular region – a candidate for an object, but also
a specific pixels that belong to an object, which,
in fact, is the solution to the problem of image
segmentation.

In many image analysis systems proposed today pre-
cise image segmentation is already a good result [25].
However to fully understand and interpret the image
further semantic analysis is necessary.

B. Equivalent semantic network construction
To solve cognitive tasks related to image understand-

ing the designed model should reflect the connections
and relations between objects in an image, the properties
of these objects (qualitative and quantitative), and other
information.

This model can be trained in two ways:
• supervised neural network learning using already

labeled graph data [5];
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• partially unsupervised learning with pruning of the
least likely relations between the objects [26].

Modern methods have a number of general limitations:

• when identifying objects and building links between
them one most likely option is chosen;

• only binary relations between objects are consid-
ered;

• to cut off the least likely relations only neural
network methods, that have a limited set of outputs
and high cost of the correction (re-training), are
used;

• as a consequence of what is stated above, when
cutting off the least likely relations only pairs
of objects are considered, while in human image
understanding much more complex structures of
arbitrary configuration can be analyzed.

In addition to noted above, modern approaches are
focused on solving the recognition problem and do not
consider the remaining stages of the process of image
understanding. This situation is partly due to the fact,
that a complete solution of the problem of image under-
standing implies the possibility of adjusting intermediate
results at each of the stages and returning to the previous
stages, which in turn implies using a combination of
several approaches to information processing, as well
as the availability of universal means for representing
information of various kinds.

The implementation of such systems on the basis of
traditional modern means is a complex task, that involves
the combination of heterogeneous components of the
system through software interfaces between them. In
addition, the system constructed in this way becomes
difficult to maintain and develop and making changes to
any of the modules is quite costly.

Thus the solution to the problem of image understand-
ing requires a basic technological foundation that would:

• allow to integrate various models of information
processing on a unified formal basis, both from the
field of machine learning, and, e.g. models of logical
inference;

• ensure the unification of the representation of het-
erogeneous information in the memory of a com-
puter system, including both intermediate recogni-
tion results and the previously accumulated knowl-
edge base;

• ensure the ability of adding and adjusting the mod-
els of information representation and processing
(system re-training).

The standards proposed by the W3C consortium RDF
[27] and OWL [28] in particular are currently widely
used as the basis for the development of knowledge bases
and ontologies. However these standards have a number
of significant limitations [29], [30] on the one hand,
and regulate only low-level of information representation

on the other, almost without regard to approaches to
information processing presented in this form.

IV. PROPOSED APPROACH

In this paper it is proposed to use OSTIS Technology
[31] as a formal basis for the implementation of an image
understanding system.

The orientation to this technology is due to the pres-
ence of the following components:

• a unified version of coding the information of any
kind based on semantic networks with set-theoretic
interpretation called SC-code;

• a model of an abstract semantic memory storing SC-
code constructs (sc-memory) and a model of a basic
machine for processing of SC-code structures [31];

• a model of the representation of various types
of knowledge and models, methods and tools for
developing knowledge bases using SC-code [32];

• models, methods and development tools for hybrid
problem solvers in sc-memory based on a multia-
gent approach [33] that allow to integrate various
problem-solving models, including neural networks
[34] within one solver.

Thus OSTIS Technology meets the requirements for
the technological foundation necessary to implement the
proposed approach to image understanding and can serve
as the basis for building a hybrid system for semantic
image analysis.

Systems developed using this technology are called
ostis-systems and it is assumed that the designed system
of image understanding can be further integrated as a
subsystem into other ostis-system, it is also an ostis-
system by itself and follows the same rules.

As mentioned earlier the focus of this paper are
the principles of image recognition with regard to the
information previously stored in the knowledge base.
Let us consider in more detail the stages of solving this
problem in the framework of the approach proposed in
this paper.

A. Object detection

At this stage selection of objects in the image, clas-
sification and building of a topological description of
the objects (bounding boxes in the image, see Fig. 1)
is performed.

For the object detection the Faster R-CNN (deep
convolutional neural network) is used. The output of the
network is a set of regions (coordinates of angles) and a
vector with class labels probabilities for each region as
presented in the table below.

B. Building object relations

In general, building of possible connections between
objects can be carried out in several ways:
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Figure 1. Object detection visualization (Test image from COCO
dataset [35]).

Table I
OBJECT DETECTION WITH TOP-ONE CLASSIFICATION SCORES

Class ID Class Name Score y1 x1 y2 x2
7 car 0.9990532 65 417 196 583
7 car 0.98173344 71 9 119 65

14 motorbike 0.98688495 138 4 431 619
14 motorbike 0.7723496 158 49 457 245
15 person 0.99547195 32 313 335 448
15 person 0.9894701 54 38 393 248
15 person 0.9516165 61 568 104 588
15 person 0.8993606 73 316 132 341
15 person 0.8546056 52 604 131 633
15 person 0.76542825 60 582 102 600
15 person 0.66580576 57 594 112 611
15 person 0.52531904 72 287 119 309

• based on machine learning techniques without tak-
ing into account the topological connections be-
tween objects (e.g. using word2vec approach [12]);

• based on machine learning techniques taking into
account the properties of objects and their topol-
ogy; this option involves the training of the neural
network on manually labeled image datasets;

• based on a priori knowledge formalized in the form
of ontologies stored in the knowledge base.

It is important to note that for building the knowledge
base of big volume containing this kind of information,
e.g. probabilistic rules, machine learning methods can
also be used.

In the framework of this work the choice was made
in favor of the second option, because it allows quickly
enough on the basis of available free-access image
datasets to train neural network models, which makes
possible to quickly create the initial configuration of
connections between objects, that can be later adjusted
using the information from the knowledge base. At the
same time this approach, unlike the first option, allows
to take into account the properties and locations of
objects, and also requires a relatively small expenditure

on the creating of a priori information and has a higher
performance compared with the third option.

To build initial version of the semantic model two
neural networks are trained:

• the first neural network determines for each pair of
objects, whether they can be a subject-object pair,
using the probabilities of classes (the idea is, that
person-motorcycle are probably subject-object, and
the sky-motorcycle is probably not);

• the second neural network builds a graph for the
remaining after the first step subject-object pairs,
and marks edges with possible semantic relations
((person, motorcycle) -> person sits on motorcycle).

To train a neural network it is necessary for each
training image to have a semantic graph, such as provided
in Visual Genome dataset [5].

The data in Visual Genome was pre-processed and
manually labeled. The dataset consists of seven main
components:

• regions
• objects
• attributes
• relations
• region graphs
• scene graphs
• question-answer pairs.
An example of the labeled data is shown in Fig. 2

Figure 2. Training data from Visual Genome dataset [5].

The initial configuration of relations at this stage is
constructed considering the most probable classes for
objects, obtained during the previous stage. For each
constructed link there is also a probability of belonging to
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certain classes of links (relations), from which the most
likely relation is initially selected.

C. Model immersion and verification

At this stage the resulting semantic model is immersed
in the knowledge base (at least, the merging of nodes
with the same names is performed) and verified using
the patterns presented in the corresponding ontologies.

In general, when the number of possible classes for
recognizable objects is large, the development of such
ontologies is a laborious task and can be simplified
by automation, including using neural network models.
However, at the current stage, since we are talking about
a relatively small number of classes, the development of
such an ontology was done manually based on expert
knowledge of the subject domain.

The statements presented in the knowledge base are
interpreted by the corresponding knowledge base veri-
fication agents, that are part of the problem solver of
the image understanding subsystem. To implement the
solver, the approach developed in the framework of
OSTIS Technology proposed in relevant works, e.g. [33],
is used. One of the advantages of this approach is the
ability to expand the range of agents, that are included
in the solver, without significant increase of the labour
cost. Thus the tools of knowledge bases verification can
be constantly improved.

If in the process of verification using the current
version of the ontology and the current set of agents, no
contradictions has been detected, the resulting semantic
model is accepted as final, and its further immersion
into the knowledge base, recognition and merging of
synonyms, etc. is performed. Otherwise an adjustment
step is performed.

D. Results correction and re-verification

In case verification process detects contradictions, the
semantic model is adjusted, which in turn involves sev-
eral steps:

• the fragment of the model containing contradictions
is localized; in the current version of the approach,
adjustments are made only within the localized
fragment;

• another combination of relations between objects
is selected, taking into account the probabilities
obtained in step B, the verification is repeated;

• if for the selected classes of objects it is not possible
to select a satisfactory combination of relations, then
roll back to the beginning of step B is performed and
other classes are selected for one or several objects
taking into account their probabilities, after which
the links between objects are rearranged based on
the newly selected classes.

V. SYSTEM ARCHITECTURE

As previously discussed, the solution is proposed to
be an ostis-system with corresponding architecture [36].

To improve the system performance the current im-
plementation uses Pytorch and Tensorflow in the parts
related to neural networks. Then the detection results are
put into the knowledge base of the ostis-system, where
they are verified in accordance with the routine discussed
previously.

The proposed system architecture is summarized in the
Fig. 3.

A. Object detection unit

The object detection unit is built after the Faster R-
CNN [24] architecture.

1) The image is passed to the feature extraction
network. The feature extraction is performed by
one of the image classification architectures: VGG-
16 [37], ResNet-101 [38] or FPN [39], – with few
of the outer layers removed.

2) The feature map (e.g. with 256 distinct features for
the VGG) is passed to the RPN (Region Proposal
Network). The tasks of the RPN is to determine
a collection of regions of interest (approx. 2000
- 5000) which have a probability to contain an
object.

a) The first layer of the RPN is the 3 × 3 × 1
convolution, computing the feature vector for
each 3 × 3 window of the feature map. The
3×3 window in the feature map corresponds
to sufficiently large local receptive field in the
source image (228× 228 for the VGG).

b) Two parallel fully-connected layers produce a
region proposition for each of the K anchors
situated at the center of each window (K = 9
– pre-defined windows with fixed scale and
aspect ratios):
i) The layer that calculates the “objectness”

(the probability to contain an object) of
each of the K input windows. This layer
is basically doing a 2-class anchor classifi-
cation: for each anchor it decides whether
the anchor is having significant (70%)
intersection with an object enclosing rect-
angle.

ii) Bounding box regression layer: for each
anchor with a positive “objectness” the
layer calculates a correction to the pre-
defined anchor coordinates to match them
with the actual object enclosing rectangle
(the output is 4 numbers: the correction
to the x, y and width/height of the rect-
angle).

3) Some of the produced regions are going to share a
lot of common pixels, such regions are eliminated
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Figure 3. System architecture.

Figure 4. Classes of situations and classes of objects.

using NMS (non-maximum suppression) algorithm
to reduce redundancy.

4) Each region of interest is projected to the region
of the feature map (the result of step 1).

5) Features extracted by the feature map for the region
are adjusted to match dimensions expected by
the classification network. One of the following
technique is used here:

a) RoiPool [23] – maximum-pooling layer with
fractional stride, ensuring the expected output
dimensionality.

b) RoiCrop [40] – learnable model, that is able
to preform scaling with interpolation.

c) RoiAlign [19] – feature map scaling using bi-
linear interpolation.

6) Features are passed to the classifier network to
determine an object of the region. Class list is
extended with the catch-all “background” class
to give the network an opportunity to reject a
proposed region. For each class (except for the

“background”) the network outputs 4 numbers in
addition to class probabilities – enclosing window
displacement, assuming the object class. It allows
the network to correctly detect the window coor-
dinates in case of an RPN error, given that RNP
cannot distinguish different classes of objects thus
is unable to contain class-specific information to
determine correct object region placement.

B. Semantic analysis unit
In general, an ostis-system consists of a system model

presented using SC-code (sc-model) and an sc-models
interpreting platform. At the same time the sc-model
of an ostis-system may be subdivided into an abstract
semantic memory model (sc-memory), a knowledge base
sc-model, and a problem solver sc-model.

Let us consider the contents of each of these com-
ponents in more detail from the angle of the image
understanding problem.

The approach behind the OSTIS Technology frame-
work is to represent the knowledge base sc-model of
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Figure 5. Low-probability situation classes for the example domain.

the ostis-system by hierarchic system of sc-models of
the subject domains [32] and corresponding ontologies.
As a central reusable knowledge base component, the
Knowledge Base Semantic Model Kernel is developed
within the technology. The Kernel is included in the each
newly-created knowledge base of the system and contains
a number of top-level domains and ontologies.

To solve the image understanding problem, the pro-
posed systems uses concepts explored in the following
Kernel comprising domains:

• Subject domain of actions and tasks
• Subject domain of situations and events
• Subject domain of spatial entities
• Subject domain of material entities
• Subject domain of temporal entities
• Subject domain of parameters and values

The implemented image understanding system was
decided to be oriented towards city traffic images pro-
cessing. From that followed a development of the model
fragments for the following domains describing main ob-
ject classes occurring on such images, objects relations,
and typical situation classes:

• Subject domain of buildings
• Subject domain of living creatures
• Subject domain of vehicles
• Subject domain of streets and street situations

The information required on the detection result veri-
fication step is specified in the ontologies corresponding
to subject domains. In particular, object classes that are
expected in the situation of corresponding classes (Fig. 4)
and scene classes that are improbable in the context of
the given subject domain (Fig. 5) are specified.

In turn, the sc-model of the problem solver is in-
terpreted as a hierarchical system of agents driven by
situations and events in shared sc-memory [33]. Such
agents are called “sc-agents”. Non-atomic sc-agents,
that could be decomposed to a simpler sc-agents are
considered separately. The structure fragment of a non-
atomic knowledge base verification sc-agent in the SCn-
code [41] is presented below.

Non-atomic sc-agent for knowledge verification
<= abstract sc-agent decomposition*:
{
• Abstract sc-agent for compliance of relations to

its domains verification
• Abstract sc-agent for compliance of action

specification to its class verification
• Abstract sc-agent for compliance of class

instance to class definition verification
• Abstract sc-agent for validation on the base of

uniqueness statements
• Abstract sc-agent for validation on the base of

statements about the impossibility of the given
situation existence

}

VI. EXAMPLE

Let us consider the following example. The source
image is shown in Fig. 6.

The object detection results are regions and objects as
presented in Fig. 7 and in the table II.

Based on the detected objects taking into account
the coordinates of their locations a closeness graph is
constructed (Fig. 8). For clarity the probability values of
certain objects of the corresponding classes are omitted.
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Figure 6. The source image (from COCO dataset [35]).

Figure 7. Object detection results.

Next the relations between the neighbouring objects
are specified in the graph construction unit (Fig. 9).
The semantic analysis unit based on the nature of the
selected objects determines the context of the image
(street, traffic).

Further the unit determines possible errors either in
the object detection or in the relations (Fig. 10).

In our example the two fragments of the resulting
graph possibly containing errors are localized. The iden-

Table II
OBJECT DETECTION RESULTS

Class ID Class Name Score y1 x1 y2 x2
6 bus 0.991863 12 11 326 297
7 car 0.9956397 157 313 278 508
7 car 0.92731386 162 441 282 541
7 car 0.9228814 146 304 183 349
9 chair 0.9342198 406 342 475 480

14 motorbike 0.90591204 204 39 334 174
15 person 0.9992173 121 209 479 330
15 person 0.9987311 131 524 322 592
15 person 0.96812516 225 4 360 81
15 person 0.8665556 276 597 350 639

Figure 8. Object detection results in semantic memory.

Figure 9. Semantic model with determined relations.

tified fragments correlate with the corresponding classes
of incorrect constructions in the knowledge base (in
figure the belonging to the indicated classes is omitted).

In this example the first of the situations is considered
incorrect, since the presence of the object of the class
“chair” is unlikely in a case of the “street situation” class
in accordance with the description in the framework of
the ontology (Fig. 4).

The second case contradicts the probabilistic statement
considered earlier (Fig. 5), that within the scope of the
“road situation” there are no situations like “person-
under-person” and “car-under-car” (in the current version
it is assumed that all participants in the process are on
the street level).
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Figure 10. Semantic model with problem fragments localized.

The object detection unit (or the graph construction
unit, depending on the nature of the error) re-checks the
results for “suspicious” regions (Fig. 11). The model is
adjusted (Fig. 12).

Figure 11. Object detection for “suspicious” regions.

According to the adjusted model, taking into account
the subject-object language relationships and replacing
the relations designation with appropriate language con-
structs (in this case, verbs), the following semantic
descriptions can be constructed:

“the person rides the motorbike”
“the person walks the dog”

VII. CONCLUSION AND FURTHER WORK

The paper considers an approach to improving the
quality of image recognition based on the integration
of neural network models and the ontological approach.
The results obtained will be used further in the context
of solving the problem of image understanding.

Furthermore, as one of the ways to develop the pro-
posed approach, it is supposed to use ontologies for
training artificial neural networks on the one hand, and to
use neural networks and labeled markers for automating
ontologies making on the other. The combination of these
approaches will reduce the requirements for the volume
and quality of a priori information necessary for building
recognition and understanding systems, and expand the
scope of application of such systems correspondingly.

Figure 12. Adjusted semantic model.
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НЕЙРОСЕТОВОЕ РАСПОЗНАВАНИЕ
ИЗОБРАЖЕНИЙ С ИСПОЛЬЗОВАНИЕМ

ОНТОЛОГИЧЕСКОГО ПОДХОДА

Искра Н.А., Искра В.В., Лукашевич М.М.

В настоящей работе предлагается архитектура для
выполнения задачи семантического анализа изображе-
ний. Подход использует преимущества современных
глубоких сверточных нейронных сетей для обнару-
жения объектов и создает семантический граф, ко-
торый представляет сцену. Онтологическая система
используется как при построении графа, так и при
верификации модели. Этот метод можно использовать
как часть более сложной интеллектуальной системы.
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