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Abstract—We have conducted time delays estimation
induced by system of secure access in a stage-by-stage uses
means of protection of information to detect and eliminate
threats for intellectual information protection system. Was
considered a different sequence of the stage-by-stage uses
means of protection of information and intersection of
the sets of threat detection and elimination. For system
of secure access is shown that the best option of system
protection elements consistent use is the option in which
the system elements are used sequentially from the least
“simple” (which having a smaller area prevent security
threats) to the “complex” (which having a large activity
area). At the same time, at low arrival rate, consistent use
of connecting “complex” means to ‘“simple” means gives
close results to the best options. However, the difference
between them begins to grow rapidly with the increase in
the arrival rate, approaching the worst options — options in
which “complex” means are at the center of the information
security system. It shows a comprehensive estimating of the
effectiveness of the system of secure access in terms of the
introduced delays and information security.
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I. INTRODUCTION

Design of computer systems (CS) that can actively
withstand to information security (IS) threats using in-
tellectual system of secure access (SSA) is one of the
key tasks of corporate system design [1], [2], [3], [4],
[5].

An intellectual SSA have limitations to threat detection
especially when they function in real time. Their capa-
bilities are limited by the computing power of the means
of protection of information (MPI) and allowable delays
in detecting and eliminating IS threats (which largely
depend on the configuration MPI‘s for the SSA and the
sequence of their application.

Information security threats can be of a different
nature, ranging from unauthorized access to a CS and

ending with getting infected with virus data on individual
nodes of a CS, in order to create conditions for the
inability of the CS to work properly. An MPI‘s to
prevent threats to IS can be firewalls of various types,
anti-virus means located at different levels of the CS,
means of protecting against unauthorized access, and
other MPI‘s. Each of these means, both individually and
in the complex, is able to provide one or another level of
information security of the computer system as a whole
and its individual nodes with various delays in processing
requests received by the system.

The purpose of this work is to increase the effective-
ness of the SSA based on the selection of variants of its
structure on the stage-by-stage use of different MPI and
likely intersection of the sets of threat detection of these
MPI‘s.

The efficiency of designing SSA is defined in terms of
providing them protection from threats of IS and delays
processing of incoming requests to IS.

The calculation of delays is especially important for
intelligent protection systems that require complex infor-
mation processing when detecting fuzzy decision-making
models under uncertainty [6], [7].

II. THE OBJECT OF STUDY

The object of the study discusses the SSA "Direct con-
nection" involving connecting several elements (means or
ways) protection implemented in the form of hardware,
software platforms or their combinations as part of a
unified system of information protection [8], [9], [10].
Typical SSA "Direct connection" is shown in “Fig. 1”.

The SSA "Direct connection" includes three key ele-
ments: terminal nodes of the CS, MPI that are outside
of terminal nodes of the system and communication
channel.

The objective of the SSA "Direct connection" is to
ensure IS of terminal nodes of the CS. For this in its
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Figure 1. "Direct connection".

composition used specialized hardware and software MPI
aimed at solving problems of IS. MPI may also be
located on the terminal nodes of the CS. First, however,
the process of IS within the CS rests on external remedies
to improve performance of SSA and reduce processing
load on end nodes of CS.

A communication channel carries out switching of the
CS from the external network or to other areas of the
corporate network which uses other methods to ensure
IS.

We consider a system of information protection im-
plemented in the compute node with a certain set of
software MPI. MPI that are used in the SSA are activated
step-by-step (sequentially), in this regard, consider the
protection system as a queueing system with a step-
by-step executing queries [11], [12]. Service process of
request in the system of information protection, including
the R-stages, is shown in “Fig. 2”.

A request immediately leaves the system with prob-
ability P; (the MPI found and removed the threat of
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Figure 2. Service process of request in the system of information
protection, including the R-stages: V71, ..., Vi — the processing time

on the stages of the system of information protection; P1, ..., Pr_1 —
the probability of passing the request to the ¢ — th stage of the system
of information protection, i = 1,..., R.

IS) or arrives at the next (i + 1)-th stage of service
with probability (1 — “P;), after the completion of the
i-th stage. The request leaves the system and begins
phased implementation of the next request from the
queue after service completion at stage R. We assume
that the service time of these stages has an exponential
distribution.

ITI. ESTIMATION OF AVERAGE RESIDENCE TIME OF
THE REQUEST IN THE SYSTEM

Queuing system with stage-by-stage service “Fig. 2”
is a special case of a queuing system of type M/G/1
[12], [13], [14], [15], [16], [17]. The average residence
time of the request in the system T can be defined by
the Pollaczek—Khinchine equation, as shown in “(1)”:
14+ C?
2(1—=p)
where * — the average time of service request; p = A%
— the coefficient of exploitation (p < 1 ), here A
— arrival rate; C2 = 02/(z)? — the square of the
coefficient of variation, and 072, -— the dispersion of the
service time of the request.

One way to improve the reliability and performance
of the SSA is the integration of MPI in clusters with a
distribution of requests between nodes [19], [20], [21].
Then, the arrival rate of requests that arrive in each of
M-systems will be divisible by M if the SSA includes
M-systems, which serve incoming requests. In the result,
the equation to calculate the average residence time of
the request in the system shown in “(2)”:

1+03/(@)°
2(M —p) -
We assume that the service time of these stages has an
exponential distribution. Then, using the distribution of
Cox (in accordance with “Fig. 2”’), we obtain the Laplace
transform for the density of probability distribution of
service time in the form “(3)” [13], [14]:

T= T+ T (D

T=7+pz 2)

Rl i—1
B(s)zs+ R - bj))-
K1 i= Jj= 1 (3)
i—1 R R
H -,
jls—o—uj bl -HLz paie
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where p; — the intensity of service; P; — the probability
of removing the threat of IS on the ¢ — th stage of the
service; R — the number of stages in SSA.

We can obtain the mathematical expectation and dis-
persion of the average service time for the system,
including the R-stages of service after the definition
of the Laplace transform for the density of probability
distribution of time. We will use the following equation
to calculate the n — th initial moment of the random
variable [13]:

X7 = (=1)"A4*(0) 4)

The first derivative of B(s) corresponds to the first
initial moment, and the mathematical expectation:

s=0 5)

The second derivative of B(s) corresponds to the
second initial moment:

d?B(s
ﬂﬂzggélb:o (6)

Given the Laplace transform, receiving the first (x)
and second (z(®) initial moment, it is possible to find
the dispersion:

03 =23 — g2 @)

For example the calculation, suppose a system of in-
formation protection of CS includes three MPI (R = 3).
Thus, the average time R-stage service defined as:

N &V 1 p1poPo(l — Pr)
B = r i T bt s m)?
papaps(l — Po)(1 — Py)
(5 + p1)(s+ p2)(s + 13)?
pipaPo(1— Pr) 13
(s+ p1)?(s+ p2) 8+/L3X ®)
y (M1M2(1 - P)(1-P)

(5 + p1)(s + p2)?
pap2(l — Pr)(1 — P)
(8 + p1)?(s + p2)

)

Knowing that p; = V;! and having s = 0, we get the

1
average service time, as shown in “(9)”:

T=ViP+(Vi+ W) (- P)P+

9
ViV eV (1—P1-P)

where V; — service time i — th MPIL.

The second initial moment for SSA that includes 3-
step defined as:

« p peps(l— P - P)
B = e Tt mrts + e
pp2 (it + o) (L= P)(1 = Pa)
(s + p2)(s + p3)?
4 2m(P)( - Py)
(s 4+ p1)*(s + p2)
2paps(1— P)(1 — Po)

(s + p2)(s + ps)
1 1

+
(s+p)? (54 p2)?
1

- (s+p)(s+ /~L2))+
2/11(1 — Pl)PQ

(s + p2)?

% ( + (10)

2#1(1 — Pl)PQ
(S + /Ll)(S + /L2)2
2P 2pop3(l — P)(1 — Py)
(s+m)? (s + p2)(s + p3)?
pops(l — P1)(1 - P)
(s + p1)(s + p2)(s + p3)
Knowing that y; = V;*l and having s = 0, we get the
dispersion of the service time, as shown in “(11)”:
oo =2(Vi(PL+ (1= P1)(P2) + V5 Py (1 — P1)
+(VE+ViVa + V(1 — P)(1 — Py)+
+VE(1 - P)(1 - Pp)) + ViVaPy(1 — Pp)+
+2V3(Vi + Va)(1 — P1)(1 — Pp) — 2
IV. DETERMINING THE PROBABILITY OF DETECTING

THREATS IN A STAGE-BY-STAGE USES MEANS OF
PROTECTION OF INFORMATION

an

The probability of detection of threat after applying r
MPI‘s can be defined as:

r

Po=1-]J0-p)

=1

(12)

There are some sets:

e H — the set of threat of IS which need to be
addressed in the context of a specific CS;

o E — the set of threat of IS which is capable of
detecting (and with some probability, eliminate) the
set of R means (or ways) used in the system of
information protection;

o A; — the set of threat of IS which is capable of
detecting and eliminate ¢ — th MPI of the system of
information protection.

Define:

e L; = |A;|/|E| -— the proportion of threats of total
set of threats of IS detected and eliminated by the
7 — th element;

o lim=1AiNA;N...NA,|/|E| - the proportion
of threats of total set of threats of IS detected and
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eliminated elements ¢, j to m (using different from
each other methods and/or algorithms) used in the
system consisting of several elements;

o I =|E|/|H| the coefficient of "coverage" of threats
of IS (which can be susceptible to the CS) detected
by the elements used in the system (E C H);

e |E|, |H]|, |A;| a cardinal number (number of threats)
of sets, respectively F, H, A;.

[l

We assume that all threats are not equivalent among
themselves, that is, the losses that they can cause the CS
are different.

In the system highlight areas to detect and eliminate
threats of IS: an area where work can be conducted only
one element that is part of the system of information
protection of CS and the area where you can work several
elements of the system of information protection.

In general the intersection of the sets of threats of IS
to the system of information protection, which includes
three elements (with the proportion of the threats ad-
dressed by each element or group of elements) is shown
by Venn diagram in “Fig. 3”.
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Figure 3. The proportion of the threats eliminate by each element or
group of elements included in the system.

Given that the system of information protection uses
MPI have the intersection of the sets of detected threats
of IS, then get that the probability of eliminating the
threat P; for the ¢ — th service stage “(13)”:

j<i q<i
i=1 q=1
m<1
+. 4 Z Imt..i(piDj---Pm))---)
m=1

(13)

where W = Ar /) — the proportion of threats of IS in the
channel of communication, here A7 and A\ — arrival rate
of threats of IS and total arrival rate (including threats of
IS), accordingly; I; — the proportion threats of total set of

threats of IS detected and eliminated by the i—th element
of the system of information protection that consists of
R-elements; [i...m — the proportion of threats of total
set of threats of IS detected and eliminated elements i, j
to m used in the system consisting of several elements;
p; — the probability a threat is detected by the i —th MPI,
p; — the probability defined as p; = 1 — py; 4,7,...,t
— the ordinal numbers of the elements of the system of
information protection. Thus, using “(13)” we get P, and
P>, as shown in “(14)” and “(15):

Po=1-W-li;p
P,=1-W-(p1(L2 — li2) + li2D1p2))
Here L) = |A1|/|E| and 112 = |A; N Ay|/|E|.

(14)
15)

V. COMPREHENSIVE ASSESSMENT OF THE
EFFECTIVENESS OF THE SECURE ACCESS SYSTEM

We can use a comprehensive indicator of effectiveness
expressing the normalized average time savings before
detecting and eliminating a threat relative to the max-
imum allowable delay time introduced by the SSA for
a comprehensive assessment of the effectiveness of the
SSA "Direct Connection". The comprehensive indicator
of effectiveness is shown in “(16)”:

_T,-T

— P
Qs T S

Here T, - maximum allowable time of the request in
the SSA; T - average time the request in the SSA; Pg
- information security of the system. The information
security of the system can be found using the equation for
estimating the probability of detecting a threat of infor-
mation protection by the information protection system
consisting of R-elements (equation extension “(13)” for
the case of estimating the probability of detecting a threat
to the entire system, rather than individual stages of its
operation) — “(17)” [22].

(16)

j<i

R
Ps=1-W- Z((lipi + Z(lji(l —Dibj)+
i=1 i=1

q<i

+ " loji(1 = Bipipg)+ (17)
q=1

m<i

oot Y il = P )
m=1

VI. EXAMPLE OF CALCULATION OF THE AVERAGE
TIME OF DETECTING THREATS IN DIFFERENT
SEQUENCES OF APPLICATION OF MEANS OF
PROTECTION OF INFORMATION AND SYSTEM
EFFECTIVENESS INDEX

Let the tenth part in the incoming to CS data is
malicious (threat to CS) and can be detected used in
its elements of information protection (W = 0.1), and,
also, we assume that / = 1 (all MPI‘s used as part of
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a system of information protection cover all the existing
threats against the CS). The service time of elements
of the system of information protection mj,msy, ms :
Vi = 0.0025 ¢, Vo = 0.004 ¢, V3 = 0.0075 c. The
probability of eliminating the threat of IS of each of
the elements of the system of information protection:
p1 =0.9, p; =095, p; = 0.925 . The proportion of
threats of total set of threats of IS detected and eliminated
elements of system of information protection: L1 = 35%
, L1 =50% , 12 = 15%.

When completing the system with three means of
protection, there are the following options for their
consistent application:

o bl: (ml,mg,mg);

o b2: (my, ms,m2);

o b3 : (M2, m1,m3);

o bd: (Mo, ms,my);

o b5: (mg,ml,mg)

o b6 : (m3, ma, my).

Substituting in the equation “(2)”, of equations “(9)”,
“(11)”, “(14)” and “(15)”, we get, the average service
time of request of the SSA — corresponding to the average
time a threat is detected. The dependence of the average
time of request in the system on the arrival rate for
different options of placing of elements of the system
of information protection shown in “Fig. 4”.

s
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in the system
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&

Average residence time of the request

0.025
100 1118 123 134.5 146

Arival rate A, A

Figure 4. The dependence of the average time of request in the system
on the arrival rate. Option b1 and b5 — black and grey lines, accordingly;
option b3 and b4 — grey and black the dash-dotted line, accordingly;
option b2 and b6 — grey and black the dotted line, accordingly.

From “Fig. 4” we can see that option b3 sequence of
application of various MPI in the system of information
protection the best. It involves a sequential arrangement
of the elements of the system of information protection
from “simple” (with a smaller area of detection and
elimination of threats of IS, but with greater speed)
to a more “complex” (a larger area of detection and
elimination of threats of IS, but slower). Option bl has,

close to this embodiment the result of the placement of
the elements of the system of information protection. At
the same time, the difference between options b1l and b3
increases with increase in the intensity of the arrival rate.
A similar pattern is observed when comparing options b2
and b4, and options b5 and b6. The options b2 and b4, the
sequence of application of various MPI have significantly
worse performance of the average time of request in the
SSA (threats detection). This is because in the center (in
this case, second) stage of work the system of informa-
tion protection is the most “complex” MPI (thus, it is
necessary to work with almost partially unfiltered arrival
rate) in each of these accommodation options elements.
At the same time, at low arrival rate, consistent use of
connecting “complex” means to “simple” means (option
b5 and option b6) gives close results to the best options.
However, the difference between them begins to grow
rapidly with the increase in the arrival rate, approaching
the worst options — options in which “complex” means
are at the center of the information security system
(option b2 and option b4).

For the option of building a SSA "Direct connection”
(bl) we get the following graph of the effectiveness of
using SSA from 1 to 3 MPI‘s. “Fig. 5”.

System effectiveness index

Arrival rate

Figure 5. The dependence of the system effectiveness index on the
arrival rate. Three MPI‘s option — black lines; two MPI‘s option
(mg, m1 and ms3, m1) — grey and black the dotted line, accordingly;
one MPI option (m2, m3) — grey and black the dash-dotted line,
accordingly.

As can be seen from the graph (“Fig. 5”) with in-
creasing arrival rate the efficiency of the SSA using a
three MPI‘s becomes lower than the use of two MPI‘s.
Similarly, with a further increase in the arrival rate, it
will be more efficient to use one MPI.

CONCLUSION

It was determined the average time of detecting threats
in different sequences of a stage-by-stage uses of various
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means of protection information in the system of secure
access. We raised the assumption that the service time
of each step is a random variable that has exponential
distribution.

It is shown that a variant of a sequential arrangement
of the elements of the system of information protection
from “simple” (with a smaller area of detection and
elimination of threats of information security, but with
greater speed) to a more “complex” (a larger area of de-
tection and elimination of threats of information security,
but slower) is preferable in terms of providing the least
values for average time of threat detection.

The effectiveness of the system of secure access using
a different number of information security tools is shown.
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3®PEKTUBHOCTH HHTEJIEKTYAJIBHON
CHUCTEMBI BE3OITACHOI'O JOCTVYIIA ITPA
HOCJIEAOBATEJIbBHOM ITIPUMEHEHNN
CPEJCTB 3AIINTHI C YYETOM
INEPECEKAEMOCTH MHOXKECTB
OBHAPYJKEHUA YI'PO3

Konomorines B.C., boratsipes B.A., ITonskos B.1.

JI71st MHTEJIIeKTyaIbHBIX CUCTEM 3alUThl MH(pOpMaruu
OIIpe/ie/IeHbl BpEeMEHHBIE 3a1ePXKK1, BHOCHMBIE CHCTEMOIT
6e30MacHOro JOCTyNa C y4eToM pPasJIMYHON IOocieso-
BaTEJIbHOCTH IIO3TAIHOrO NPUMEHEHHUsI CPEe/CTB 3allli-
Thl U IIEPECEeKaeMOCTH MHOXECTBA OOHapyXHMBaeMbIX U
yCTpaHsieMbIX MMM yrpo3. st cuctembl Oe30MacHOro
JIOCTYTIA TIOKa3aHO, YTO JIYYIINii BAPUAHT ITOCIIEI0BATEb-
HOTO NPUMEHEHHs! JIEMEHTOB CHUCTEMbl 3alllUThl — TOT,
IIPH KOTOPOM 3JIEMEHTHI CUCTEMBl TIPUMEHSIIOTCS TI0CIe-
JIOBAaTeJIbHO OT HanMeHee "calbix " (MMEOIIMX MEHBIIYIO
00J1acTh MPeIOTBPAILEHHUS YTPO3 3aIIUTH HH(OPMAIAN) K
HanboJee "CUIBHBIM" (MMEIHX OOJIbIIYI0 006JacTh pado-
THI). B TO e BpeMs Ipy HU3KOi HHTEHCHBHOCTH BXOJHOTO
MOTOKa I0CJIeJOBAaTE bHOE TTOAKJIOUEHHE OT «CJIOKHBIX»
CPEJICTB K 00JIee «IIPOCTHIMU» AaeT OJU3KUE Pe3y/IbTaThl
K JIy4IIUM M3 KCCJIEJOBAaHHBIX BapUaHTaM MOCTPOEHHUSI.
O/Hako pa3HHLA MEXKIy HUMH HaunHaeT OBICTPO pacTH
C YBEJIMYEHHEM MHTEHCHBHOCTH BXOJHOIO NOTOKA, IPHU-
OJIMKAsACh K XY/IINM BapuaHTaM - BApPUAHTaM, B KOTOPBIX
«CJIOXHBIE» CPEICTBA HAXOAATCS HA IICHTPAJIBbHBIX STaax
padoThl cucteMbl 3auuThl nHGopMauun. [TokazaHa KOM-
TUTEKCHAsI OIIeHKa 3(D(heKTUBHOCTH CUCTEMBI GE30ITacCHOTO
JOCTYIIa 110 TIOKa3aTessiM BHOCUMBIX 3aj/iepikek U MH(Oop-
MAaIMOHHOH 3alMIIEeHHOCTH.
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