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Abstract. In this paper the recently modernized system, that was previously developed and deployed on the
computer cluster by ECM department, BSUIR, is described as a showcase of the intelligent data analysis by means of
cloud computing. New results of research in image analysis with the help of this system are discussed.
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Introduction

As a result of system modernization in 2019, BSUIR computing cluster is intended to be a
private cloud built on SaaS model and consists of 7 Blade-servers, one of which is a control server
and 6 others are computing servers, interconnected via InfiniBand4x QDR (40 Gbps) bus. Each
computing module is equipped with two Intel Xeon E5-2650 processing units, 32 Gb RAM with
DDR3 and two NVIDIA Tesla M2075 graphic processing units with 6 Gb RAM.

The near-term prospect is to provide services such as access to the data mining system for
education and research developed by the ECM department and RL 3.6 research team [1-3] and
Apache Zeppelin [4].

The main advantages of using BSUIR computing cluster as computing cloud are:

— self-sufficiency;

— access to local network of BSUIR, which allows to utilize the cluster by students and re-
searchers, master and PhD students in particular, of any department; it is also considered to provide
Internet access to the system in the nearest future;

— computational powers adequate to heavy and long-term processing load.

Services provided by BSUIR computing cluster.

Data mining system for education and research.

The system is a composition of layers:

— the libraries of algorithms services layer;

— the data analysis algorithms layer;

— Web-interface.
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Services layer.

There are various libraries (frameworks) of ready-to-use data mining algorithms. The most
popular among them are: scikit-learn [5], MLIib [6], Theano [7], Weka [8].

Each of the frameworks provides its own API and uses a number of programming languages.
Moreover, different implementations can vary in efficiency for certain tasks. In case the developer
needs algorithms from several libraries it becomes hard and requires high and diverse qualification.

The principal goal of the first layer is to unify the access to the algorithms.

The main purposes of the services layer are:

—to plug in a required library or to inform of the configuration errors;

— to check input parameters;

— to call a requested algorithm and to handle exceptions;

— to provide execution information along with error messages.

The data analysis algorithms layer.

The next layer is an interlay to provide access to the services. Its main responsibilities are:

— to store the information about connected libraries;

— to store the information about supported algorithms;

— to aggregate and arrange all the data;

— to communicate with the Web-interface.

Web-interface.

The final layer is the Web-interface, which is deployed on the ECM department's server. It's
main tasks are:

— to provide the easy access to supported data mining algorithms;

— to build the chain of algorithms of necessary configuration for certain problems solution;

— to provide the results;

— to control access permissions.

Apache Zeppelin

Apache Zeppelin project is an open source Web-based notebook, which enables interactive
data analysis.

The main adavantage of the project is that it supports the complex cloud computing infra-
structure. Based on computing cluster of BSUIR and Apache Zeppelin, Web-interface access to
such programming languages as Python and R is provided. Moreover, such technologies as Apache
Spark [9] and TensorFlow [10], intended for data mining and deep learning correspondingly, are
also supported.

Web-application for intelligent data analysis.

As a result of user-website interaction the JSON-description [11] of the operation pipeline
with all the necessary parameters is formed and passed to the server. Server analyses the descrip-
tion and by means of REST-requests the data are further transferred to the services layer to be
executed.

Web-interface provides the following operational pages:

— user profile;

— lists of projects for the certain user;

— project design;

— results.

After the authorization user is automatically redirected to previously created projects (figure
1). Functionally the page is divided into 2 parts:

—all enabled functionality is shown on the left;

— the content depending on the chosen action is shown on the right.
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Figure 1. The list of projects

During the page loading REST-request for the list of the authorized user, which will be dis-
played dynamically on the screen, is created.

The project design is split into 3 steps:

— input data sampling;

—algorithm pipeline configuration;

— result display configuration.

During the input data sampling (figure 2) two data sources are available — Internet link to
the CSV-file or CSV-file on the server.

Create project

Title

Step 1 Step 2 Step 3
vad data Select & configure algorithms Execution resuks
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Preview:

COUNT PERCEN|

JURISDICTION .COUNT COUNT  PERCENT COUNT I"E-RCENT ‘GENDER GENDER]
NAME PARTICIPANTS FEMALE FEMALE MALE MALE UNKNOWN  UNKNO!

Figure 2. Project design. Step 1

After the input data loading first 10 lines are dynamically displayed for the demonstration.
Meanwhile the ability to normalize into [0, 1] range and scale the data is provided along with the
possibility to choose certain data features for the further analysis.

The field Title is used as a name of the project.

75



ITamas Mescoynapoouast nayuno-npakmuueckas kongepenyus «BIG DATA and Advanced Analytics. BIG DATA u ananu3z ébicoko2o ypoeHsi»,
Mumnck, Pecnyoauka benapyce, 13-14 mapma 2019 200a

Next on the Step 2 (figure 3) the algorithm pipeline is built. REST-request provides the list
of the supported libraries and available algorithms are displayed as a dropdown picklist.

m
2}

= -~ =

Figure 3. Project design. Step 2

The pipeline is formed by drag-and-drop of the algorithms to the Selected algorithms table.
Execution order is determined by the order in the table, so if needed, the elements can be rear-
ranged. The Edit button loads the parameters of the algorithm configuration (initially with default
values).

If the created pipeline is not time consuming, on Step 3 (figure 4) user can immediately view
the results. In case the result is not available instantly, it can be viewed afterwards via the list of
projects.
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Project execution results
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Figure 4. Project design. Step 3
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Additionally, the user can save or execute the project again.

Image Captioning Example

The aspects of data analysis system for education and research application are discussed in
[12-13]

As a showcase of the provided services application to the research problem let’s consider
the work done collaboratively by researchers of the ECM and 1T departments, BSUIR.

The case addresses the problem of image understanding. The problem can be stated as fol-
lows: given the image, provide the textual description of the situation depicted using simplified
language constructions. In general, this problem is widely known as Image Captioning problem.
The most successful approaches are, as a rule, hybrid architecture for object detection and semantic
analysis [14]. Our solution similarly is based on deep convolutional networks and open semantic
technology for intelligent systems design (OSTIS-technology) [15].

The architecture is built with the help of Apache Zeppelin project and the algorithm pipeline
contains the following:

— image detection unit;

— graph construction;

— semantic analysis.

Image detection unit is built on the Faster R-CNN [16] architecture, internal algorithms for
which are provided by TensorFlow via Apache Zeppelin. Detection results — object and regions —
are passed to graph construction algorithm where possible subject-object relations are established.
Next, semantic analysis unit, which is designed as an OSTIS-system, can determine image context
as well as detect errors either in the object detection or in the graph. Depending on the error, «sus-
picious» regions are re-calculated (feedback loop) and using the corrected model subject-object
relations are transformed into textual description. The analysis results can also be further integrated
into knowledge base and be used to improve the semantic analysis.

The example of the object detection for the sample picture is shown in figure 5.

Figure 5. Detection results. Test image is provided by COCO dataset [17]
Based on the objects and regions initial closeness graph (figure 6.a) is built. Graph construc-

tion unit specifies the relations (figure 6.b). Semantic analysis unit determines the context — street,
traffic — and detects possible errors (figure 6.c, dash-line). In figure 7, it is shown how re-detection
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for the suspicious regions (by means of Mask R-CNN [18]) works. Corrected model is shown in
figure 6.d.

(@) (b)

Figure 7. Re-detection of the «suspicious» regions

Using final corrected model, by changing subject-object pairs into corresponding natural
language constructions the following captions can be generated:
«the person rides the motorbike»
«the person walks the dog»

Conclusion

This work promotes a new modernized version of the BSUIR computing cluster, which en-
ables new opportunities in large amounts of data analysis and processing, including image pro-
cessing and semantic analysis.
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AnHoTanusi. B nanHO# crarbe mpencraBiieHa 0OHOBIICHHAS! KOHIEHIINS MCIONB30BAHUS BBIYUCIUTEILHOTO
kiactepa BI'YUP, moctpoeHHast B COOTBETCTBHH C MOJIENBIO YAaCTHOTO 00JIaKa M MPEIOCTABIISIONIETO YCIIyTH HHTEN-
JIEKTyaJbHOTO aHaln3a AaHHbBIX. [IpeacTaBieHs! pe3yabTaThl UCCIIE0BaHUH B 00JaCTH aHHOTHPOBAHMS M300paxe-
HUH C IPUMEHEHME KJIacTepa.

Karouesble ciioBa: MHTenneKTyanbpHbIN aHAIN3 JaHHBIX, OOMauHble Beraucienus:, Yactaoe odmako, Knacrep,
AHHOTHpOBaHNE H300pakeHUI.

79



