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Abstract. This contribution studies constant multiplication X · C and
X · C (mod P ), where constant C achieves 2263 bits and variable X
varies up to 10 bits. We aim to develop an efficient approach to design
constant multiplication for FPGA and ASIC. The proposed technique
demonstrates up to 2 times advantage in performance and up to 5 times
advantage in area costs under direct multiplication on FPGA, up to 7
times in performance in custom library on ASIC.
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1 Introduction

The constant multiplication (CM) is an important operation [1–13] that appears,
for example, in many numerical algorithms, signal, image, video processing appli-
cations, cryptography, neural networks, and the residue number system (RNS).

Multiplication has a specific realization depending on implementation on
application-specific integrated circuit (ASIC) and field-programmable gate array
(FPGA).

The efficiency of multipliers on ASIC is strongly related to the libraries ele-
ments and can significantly vary depending on the library.

Contemporary FPGAs have embedded hard multipliers distributed through-
out the fabric due to the importance of multiplication. Nonetheless multiplication
based on lookup tables (LUTs) in the configurable logic fabric are often used for
high-performance designs for several reasons [11]:

– embedded multiplier operands are fixed in size and type, such as 25 × 18
two’s complement, while LUT-based multiplication can be any size or type;

– the number and location of embedded multipliers are fixed, while LUT-based
multiplication can be placed anywhere and the number is limited only by
the size of the reconfigurable fabric;

– embedded multipliers cannot be modified, while LUT-based multiplication
can use techniques such as merged arithmetic [14], approximate arithmetic
[15], and multiplication by modulo [12, 16] to optimize the overall system.



One common and efficient way for realizing CM (and multiplication in com-
mon) circuits is to transform them into several additions, subtractions and bit-
shifts [1–11]. On higher level of abstraction can be implemented wide spread
in such algorithms as schoolbook multiplication [17], Karatsuba multiplication
[18], Fourier multiplication [19], Booth multiplication [20], Montgomery multi-
plication by modulo [21] and many others [17, 22].

Number of unities in binary representation can be considered as significant
feature for the efficient multiplication on deeper level of abstraction[6, 4].

We propose a technique of CM design based on Boolean minimization focus-
ing on further implementation in multioperand addition in neural networks and
backward transformation in RNS. This technique of CM design is suitable for
standard multiplication X · C and multiplication by modulo X · C (modP ) for
up to thousands bits of constant C and modulo P , but it is limited up to 14-16
bits of input variable X.

Following this brief introduction, Section 2 explains Boolean functions imple-
mentation in the context of CM design and considers examples, Section 3 demon-
strates result of the synthesis on FPGA and ASIC, compares critical paths and
area costs with direct multiplication proposed by Xilinx and Mentor Graphics,
finally we summarize the results and plan further research in Section 4.

2 Representation of Constant Multiplication by Boolean
Functions

The result of any arithmetic computation can be represented or approximated
by sum-of-products (SOPs). However the original representation given by truth
tables may be unmanageable by synthesis tools, e.g., the truth table of the
product of two 16-bit input operands requires 64 columns (16 columns for each
operand and 32 columns for the result) and more than four billions rows.

Nevertheless truth table representation might be efficiently implemented in
the design of combinational logic. We figured out that representation of arith-
metic operations by up to 212 rows truth table with further two-level minimiza-
tion of Boolean functions [23, 25] is efficient [26, 27]. The performance and the
area costs of arithmetic units designed with two-level minimization comparing
with standard electronic design automation (EDA) tools achieve 30 times.

This contribution considers CM by using multi-level minimization based on:

– truth table representation of the results of arithmetic functions;
– binary decision diagram (BDD) minimization with parsing by j subfunctions.

2.1 Truth Table Representation of Constant Multiplication

In the context of arithmetic operations (i.e. X + C = R, X · C = R, X ·
C (mod P ) = R and etc.) the constant C can be represented as the truth
table of a system of Boolean functions rn, rn−1, . . . , r1 depended on variable bi-
nary inputs xm, xm−1, . . . , x1 without dependence on binary representation of a



constant ck, ck−1, . . . , c1, where R = (rn, rn−1, . . . , r1), X = (xm, xm−1, . . . , x1),
and C = (ck, ck−1, . . . , c1).

Implementation of truth table allows to represent any arithmetic operation
under a really big value of constants (in thousand bit-ranges), but limited by
small bit-range of input variables (up to a couple of dozen of bits). Two-level
minimization of the system of Boolean functions imposes additional restriction
on bit-range of input variable X and limited to 15 − 20 variables depending
on number of Boolean function n. For example, two-level minimizer Espresso is
corrupted of truth table for n,m > 15. This question has been investigated in
[26, 27].

We propose to represent arithmetic operations in small bit-range of inputs
and up to thousands of bits of constant. This concept is easily demonstrated
on the truth table representation. A line of the table represents binary inputs of
variable (or variables) and the appropriate binary result of arithmetic calculation
with input (or inputs) and the constant. The constant does not change its values
independently to a value of input. This fact allows to do not specify a constant
value at all, but it is counted by default for every line of the truth table.

Let’s consider multiplication of the 5-bit constant 19 on 4-bit variable X by
4-bit modulo 13. The central part of Table 1 is the truth table and describes
(19 · X) (mod 13) = R. It consists of 13 lines, because X varies from 0 to 12
according to the modulo 13. As well the modulo value defines 4-bit result of
multiplication.

Table 1: Truth table for (X · 19) (mod 13) = R

decimal X x4 x3 x2 x1 r4 r3 r2 r1 (X · 19) (mod 13) = R

0 0 0 0 0 0 0 0 0 (0 · 19) (mod 13) = 0
1 0 0 0 1 0 1 1 0 (1 · 19) (mod13) = 6
2 0 0 1 0 1 1 0 0 (2 · 19) (mod13) = 12
3 0 0 1 1 0 1 0 1 (3 · 19) (mod13) = 5
4 0 1 0 0 1 0 1 1 (4 · 19) (mod13) = 11
5 0 1 0 1 0 1 0 0 (5 · 19) (mod13) = 4
6 0 1 1 0 1 0 1 0 (6 · 19) (mod13) = 10
7 0 1 1 1 0 0 1 1 (7 · 19) (mod13) = 3
8 1 0 0 0 1 0 0 1 (8 · 19) (mod13) = 9
9 1 0 0 1 0 0 0 1 (9 · 19) (mod13) = 2
10 1 0 1 0 1 0 0 0 (10 · 19) (mod13) = 8
11 1 0 1 1 0 0 0 1 (11 · 19) (mod13) = 1
12 1 1 0 0 0 1 1 1 (12 · 19) (mod13) = 7

2.2 Partitioning Boolean Functions

In this contribution we explore minimized BDDs in the context of arithmetic
operations representation. BDD is well know and basic technique of Boolean



functions minimization [28–32]. Generally, it is based on Shannon expression
[33]:

f(x1, x2, . . . , xm) =

xi · f(x1, x2, ..., xi−1, 0, xi+1, ..., xm) ∨ xi · f(x1, x2, ..., xi−1, 1, xi+1, ..., xm).

We consider minimized BDD as the reduced ordered BDD (ROBDD) with
minimal number of nodes [22, 34]. The resulting ROBDD is split minimized
DBB with j-splitting procedure Parsin into j-input subfunctions [35], where j
is taken according to the demands of custom libraries or number of LUT inputs
on FPGA.

Example. Consider j = 4 and following functions:

f1 = x1 · x2 · x4 · x5 · x6 ∨ x1 · x4 · x5 · x6 ∨ x2 · x3 · x5;

f2 = x1 · x4 · x5 · x6 ∨ x1 · x3 · x5 ∨ x1 · x2 · x3 · x5 · x6 ∨ x1 · x2 · x4 · x5 · x6;

f3 = x1 · x2 · x3 · x6 ∨ x1 · x2 · x4 · x6 ∨ x1 · x3 · x4 · x6∨
x1 · x2 · x4 · x5 · x6 ∨ x1 · x2 · x5 ∨ x2 · x3 · x5.

These functions are represented with the truth table shown in Table 2.

Table 2: Truth table for f1, f2, f3

x1 x2 x3 x4 x5 x6 f1 f2 f3
1 1 - 0 1 0 1 0 0
0 - - 1 0 1 1 0 0
0 - - 0 1 0 0 1 0
0 - 0 - 1 - 0 1 0
1 1 1 - 1 0 0 1 0
1 0 - 1 1 1 0 1 0
1 0 0 - - 1 0 0 1
1 0 - 1 - 1 0 0 1
1 - 0 1 - 1 0 0 1
0 1 - 0 1 0 0 0 1
1 0 - - 1 - 0 0 1
- 1 0 - 1 - 1 0 1



In the result of BDD-minimization with BDD-builder [35] f1, f2, f3 take the
following form:

f1 = x1 · ψ1 ∨ x1 · ψ2, f2 = x1 · φ3 ∨ x1 · ψ4, f3 = x1 · ψ2 ∨ x1 · ψ6,

ψ1 = x2 · φ1 ∨ x2 · φ2, ψ2 = x2 · φ3, ψ4 = x2 · s1 ∨ x2 · φ4,
ψ6 = x2 · φ5 ∨ x2 · φ6, φ2 = x3 · s2 ∨ x3 · s1, φ3 = x3 · λ3 ∨ x3 · s4,

φ4 = x3 · λ4, φ5 = x3 · λ2 ∨ x3 · s2, φ6 = x3 · s2,
s1 = x4 · λ1, s2 = x4 · λ3 ∨ x4 · λ2, s4 = x4 · λ4,

λ1 = x5 · ω1, λ2 = x5 · ω1 ∨ x5, λ3 = x5,

λ4 = x5 · ω2, ω1 = x6, ω2 = x6.

(1)

Multilevel representation of (1) is represented on Figure 1.
Intermediate functions φ2, φ4, φ5, φ6, s4, λ1, λ3, ω1, ω2 have been annihilated

in the result of j-splitting procedure Parsin [35], where j = 4. Index j has been
taken according to 4-input LUTs. The result of Parsin procedure implemen-
tation of the representation 1 is transformed into 11 equations shown in the
representation 2, which are synthesised into 11 4-input LUTs on FPGA shown
on Figure 2.

f1 = x1 · ψ1 ∨ x1 · x2 · φ3, f2 = x1 · φ3 ∨ x1 · ψ4,

f3 = x1 · ψ6 ∨ x1 · x2 · φ3,
ψ1 = s1 · x3 ∨ x2 · x3 · s2 ∨ x2 · s1, φ3 = x3 · x5 ∨ x3 · (x4 · (x5 · x6)),

ψ4 = x2 · s1 ∨ x2 · x3 · λ4, ψ6 = x2 · x3 · s2 ∨ x2 · x3 · s2 · λ2 ∨ x2 · x3 · s2

s1 = x4 · (x5 · x6)), λ4 = x5 · x6 s2 = x4 · x5 ∨ x4 · (x5 · x6 ∨ x5);

λ2 = x5 · x6 ∨ x5.

(2)

3 Experimental Results

Our interests to constant multiplication arises from multioperands additions:

((X1 · C1(mod P ) +X2 · C2(mod P ) + . . .+Xh · Ch(mod P )) (mod P )

and
X1 · C1 +X2 · C2 + . . .+Xh · Ch − r · P,

where C1, C2, . . . , Ch, P , r - natural constants, X1, X2, . . . Xh - natural variables.
Both representations or parts of them are basic in neural networks, image recog-
nition, cryptography, etc. In the context of RNS C1, C2, . . . Ch and P achieve
thousand bits, at the same time X1, X2, . . . Xh may vary from 5 bits to the
bit-range of C1, C2, . . . Ch.

We demonstrate the results of the synthesis of constant multipliers on FPGA
and ASIC in standard arithmetic and by modulo for four bit-ranges of X, four
values of constants C and four moduli P , where



Fig. 1: Multilevel representation of (1) by BDD



Fig. 2: LUTs realization of the representation (2)

1. 5-bit variable X, 33-bit constant C = 4653525600, and 33-bit modulo P =
4974458400. We titled it as 5× 33 for standard multiplication X × C and
5× 33 (33) for multiplication by modulo X × C (mod P ) on the resulting
plots;

2. 7-bit variable X, 64-bit constant C = 15924368328194956800, and 65-bit
modulo P = 19437096635885020800. We titled it as 7× 64 for standard
multiplication X × C and 7× 64 (65) for multiplication by modulo X ×
C (mod P ) on the resulting plots;

3. 8-bit variable X, 128-bit constant C = 32416778599298373624958718270
0260749056, and 129-bit modulo P = 3440553802256821249765557215162
27666176. We titled it as 8× 128 for standard multiplication X × C and
8× 128 (128) for multiplication by modulo X×C (mod P ) on the resulting
plots;

4. 8-bit variable X, 258-bit constant C = 4280925815522465310463080469730
43184312835253714261251748800951846523264768000, and 258-bit modulo



P = 4299378081968682833353007540720649221762526470492365157649595
76638965175392000. We titled it as 8× 258 for standard multiplication X×
C and 8× 258 (258) for multiplication by modulo X × C (mod P ) on the
resulting plots.

We conducted experiments for four sorts of constant multiplication design:

– no per . Multiplication is represented by truth table with ROBDD mini-
mization in BDD-builder [35] without Parsin;

– per 6 . Multiplication is represented by truth table with ROBDD minimiza-
tion in BDD-builder [35] and further 6-splitting procedure in Parsin [35], as
described in Section 2.2. The value 6 in the splitting procedure is relevant
to 6-input LUTs in the FPGA family we experimented on;

– per 12 . Multiplication is represented by truth table with ROBDD mini-
mization in BDD-builder [35] and further 12-splitting procedure in Parsin
[35], as described in Section 2.2;

– Vivado. It is the direct multiplication X · C = R as expression in Verilog.

The experiments are conducted in Xilinx ISE Vivado 15.1 on FPGA and in
Leonardo Spectrum by Mentor Graphics in ASIC in custom library power (see
Table 3).

We measured the performance and the area costs. The performance of mul-
tipliers is considered as the delay in nanoseconds (ns) from input to output
through the critical path. The area costs of constant multipliers is considered as
number of LUTs occupied on FPGA and cells on ASIC according to the custom
library power.

3.1 Constant Multiplication on FPGA

We experimented in Xilinx Vivado 2015.1 on Artix-7 xc7a200tffv1156-1 with
6-input LUTs and 500 input-output blocks. We switched off implementation
of Block RAMs and DSPs by setting up -max bram and -max dsp to 0 in the
properties of the synthesis.

Constant Multiplication in Standard Arithmetic on FPGA. The plots
on Figures 3 and 4 compare of critical paths and number of occupied LUTs for
constant multipliers designed according to the four approaches.

In average per 6 approach leads to the fastest circuits. The slowest realization
is synthesised by the direct multiplication and it is slower approximately on 30%,
15%, 50%, and 20% for 5× 33, 7× 64, 8× 128, and 8× 258 respectively.



Fig. 3: Delay of constant multipliers on FPGA Xilinx Artix-7
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Fig. 4: Area costs of constant multipliers on FPGA Xilinx Artix-7
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The area costs of multipliers synthesised by per 6 and per 12 are equivalent
and occupy the same number of LUTs as no per for 5×33, 7×64, 8×258 and as
Vivado for 8× 128. In the rest cases per 6 and per 12 uses less number of LUTs
than the direct multipliers in three times for 5× 33, in 1.8 times for 7× 64, and
1.5 times for 8× 258.



Constant Multiplication by Modulo on FPGA. The plots on Figures 5
and 6 compare of critical paths and number of occupied LUTs for constant
multipliers by modulo designed by four approaches.

Fig. 5: Delay of constant multipliers by modulo on FPGA Xilinx Artix-7
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In average three ROBDD based approaches lead to equivalent performance
of multipliers by modulo in all cases and faster than direct multiplication by
Vivado approximately in 2 times for 5 × 33(33), 1.7 times for 7 × 64(65), 1.3
times for 8× 128(129) and 8× 258(258).

The area costs of three ROBDD based approaches are significantly lower com-
paring with direct multiplication for 5× 33(33) in 14 times and 7× 64(65) in 2.7
times. The direct multiplication 8× 128(129) occupies on 40% more LUTs than
per 12, on 10% than no per and on 5% than per 6. All approaches demonstrate
the equivalent number of LUTs for 8× 258(258) multiplication.

3.2 Constant Multiplication in Standard Arithmetic on ASIC

Leonardo Spectrum provides custom and external libraries implimentation op-
tion. We conducted experiments on the custom library power provided by Hi-
Tech factory ”Integral” (Minsk, Belarus). The list of combinational functions of
the library is shown in Table 3.



Fig. 6: Area costs of constant multipliers by modulo on FPGA Xilinx Artix-7
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Table 3: Logic elements of the custom library power

Title of logic element Function of logic element

N f = x1

NA f = x1 · x2

NA3 f = x1 · x2 · x3

NA4 f = x1 · x2 · x3 · x4

NO f = x1 ∨ x2

NO3 f = x1 ∨ x2 ∨ x3

NO4 f = x1 ∨ x2 ∨ x3 ∨ x4

NOA f = x1 · x2 ∨ x3

NAO f = (x1 ∨ x2) · x3

NOA3 f = x1 · x2 · x3 ∨ x4

NAO3 f = (x1 ∨ x2 ∨ x3) · x4

NO3A f = x1 · x2 ∨ x3 ∨ x4

NA3O f = (x1 ∨ x2) · x3 · x4

NOAA f = x1 · x2 ∨ x3 · x4

NAOO f = (x1 ∨ x2) · (x3 ∨ x4)
NO3AA f = x1 · x2 ∨ x3 · x4 ∨ x5

NA3OO f = (x1 ∨ x2) · (x3 ∨ x4) · x5

NA3O3 f = (x1 ∨ x2 ∨ x3) · x4 · x5

NO3A3 f = x1 · x2 · x3 ∨ x4 ∨ x5

NO3AAA f = x1 · x2 ∨ x3 · x4 ∨ x5 · x6

NA3OOO f = (x1 ∨ x2) · (x3 ∨ x4) · (x5 ∨ x6)



In order to achieve the maximum performance (i.e. the shortest critical path)
we set up delay optimization and optimize longest path (no constrains) in the
list of options for the synthesis.

The plots on Figures 7 and 6 compare of critical paths and elementary cells
for constant multipliers designed by four approaches.

Any arithmetic operation by modulo are not synthesizable in Leonardo Spec-
trum, thus we compared of four approaches only for direct multiplication.

Fig. 7: Delay of constant multipliers in custom library power
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In average all three approaches based on ROBDD provide significantly faster
data processing then the direct CM: in 7 times for 5× 33, in 4 times 50%, in 2
times for 7× 64, in 5 times for 8× 128, in 2 times for 8× 258.

The multipliers based on ROBDD minimization without Parsin (no per) and
with 6-splitting procedure in Parsin have more or less equivalent area costs for all
bit-ranges with minor advantage by (no per). Multipliers based on 12-splitting
procedure occupy to up to 1.5 times more cells than both others. Unexpected
and in opposite to the performance the area costs of direct multipliers exceed in
3-5 times other three types only for 5 × 33. In the rest cases direct multipliers
smaller in 1.3 times for 7 × 64, in 2 times for 8 × 128, and significantly smaller
in 9 times for 8× 258. Note curious fact that the area costs of direct multiplier
for 8× 258 is smaller than even direct multipliers 7× 64 and 8× 128.

4 Conclusions and Further Research

We considered three bit ranges of CM for small variable inputs (5-, 7-, 8-bit)
and quite big constants (33-, 64-, 128-, and 258-bit) for standard multiplication,



Fig. 8: Area costs of constant multipliers in custom library power
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as well as multiplication for 33-, 65-, 129-, 258-bit moduli. We propose to use
Boolean representation and minimization to design efficient multipliers in per-
formance and area costs. The synthesis on FPGA shown up to 2 times advantage
in performance and up to 5 times advantage in area costs under direct multi-
plication. Performance of multipliers based on Boolean minimization in ASIC
achieves 7 times and area costs is smaller in one case only.

Our further research will involve implementation of Boolean minimization
for multioperand addition unit

X1 · C1 +X2 · C2 + . . .+Xh · Ch − r · P

and multifunctional floating point computation unit

A ·B + C

for half-, single- and double-precision calculation.
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