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In conclusion, we should say, that the future is so unpredictable that it is even hard to say what we 
will be able to see in five hundred years or more. A hundred years ago, nobody even expected the 
computers to become a necessary device for everyone in future. The only thing we can say for sure is that 
every aspect of science, art or industry will find the way to use the progress information technologies will 
reach.  So, the only way to guess what we will be able to see in the future – just wait for IT to progress. 
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The "Curse of dimensionality" is a well-known problem in the modern scientific world. This term 
describes the reduction of high-dimensional data to low-dimensional data in order to optimize work with 
them: increase productivity, get more accurate results, and simplify their analysis. 

The new representation must correctly describe the data, for example, by preserving some 
interesting quantities, such as local mutual distances. One of the problems of dimensionality reduction is 
the problem of finding meaningful structures in data sets, because it is quite difficult to extract the functions 
that led to obtaining this data [5]. 

To solve this task, structures such as graphs (combined with Markov chains), "kernel eigenmap 
methods", Laplacian eigenmaps, Hessian eigenmaps and local tangent space alignment are used. 
However, in this paper we describe Diffusion maps as a general structure of the above-mentioned particular 
methods [1-4]. 

Diffusion maps are a non-linear technique. It transforms data to a lower-dimensional space, so that 
the Euclidean distance between points approximates the diffusion distance in the original feature space. 
The dimension of the diffusion space is determined by the geometric structure underlying the data, and the 
accuracy by which the diffusion distance is approximated [2-3]. 

Diffusion maps represent the relationship between heat diffusion and random Markov chain walk. 
The basic observation is that if we take a random walk on the data, walking to a nearby data-point is more 
likely than walking to another that is far away. 

The connectivity between two data points, x, and y, is defined as the probability of jumping from x to 
y in one step of the random walk and is 

 
connectivity(x,y) = p(x,y),                                                           (1) 

 
Usually, this probability is specified in terms of a kernel function of the two points. For example, the 

popular Gaussian kernel: 
 

k(x,y) = exp(-(||x-y||2/ σ)),                                                           (2) 
 
Now we define a row-normalized diffusion matrix, P. Mathematically, this is equivalent to the 

transition matrix in the Markov chain. While P denotes the probability (or connectivity in this case) of single 
hopping from point x to point y, P² denotes the probability of reaching y from x in two hops and so on. As 
we increase the number of hops or Pᵗ for increasing values of t, we observe that the diffusion process runs 
forward. Or in other words, the probability of following the geometric structure increases. 

The diffusion maps allow to achieve dimensionality reduction, and the dimension of the embedding 
depends on both the geometry and the topology of the data set. In particular, if X is a discretized 
submanifold, the dimension of the embedding can be different from that of the submanifold. 

 
 
 

https://en.wikipedia.org/wiki/Heat_diffusion
https://en.wikipedia.org/wiki/Random_walk
https://en.wikipedia.org/wiki/Random_walk
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A large number of messages is generated every day for example, according to the research 
conducted in 2020 at Domo [1], 41,666,667 text messages are generated on Whatsapp, and YouTube 
receives 500 hours of video every minute. All created information flows are analyzed, processed and 
applied in various fields of activity: advertising, forecast of successful campaigns.  

Data Mining is a research and discovery of hidden knowledge that was not previously known, non-
trivial, practically useful, available for human interpretation in raw data [2]. In this area, both commercial for 
example, MatLab, Statistica and free for example, Weka, R, etc. specialized tools have been widely 
developed. However, they have both advantages designed for specific tasks and disadvantages: 
complicated interface with many parameters, operation only on a personal computer. 

Data Mining is not the only method, it is a collection of a large number of different knowledge 
discovery methods. All tasks solved by Data Mining methods can be conditionally divided into six types 
(Figure 1):  

- сlassification; 
- regression; 
- clustering; 
- association; 
- identification of anomalies; 
- summation. 
 

  
Figure 1 – The place of Data Mining in modern science 


