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Abstract. A filtering method is indispensable in a data-flooded environment. Recommended systems have
made a massive step towards this aim, speeding up internet-based customer experience. Most of today's examples of
artificial marketing intelligence are known as supervised learning, which varies from offering personalized specific
products identifying the most valuable marketing strategies, to forecasting customer churn rate or customer life value,
and building up a positive client base. Generally, different types of stored information are used to customize various
dimensions or search results, demonstrate the most targeted advertising on the homepage, etc. Recommended systems
make a profit by using suggestions to generate sales. Every other system can use different data from multiple sources
to assess the usage patterns and discover similar trends which forecast future customers’ purchases or preferences. It
predicts interesting patterns and provides guidance based on the customer interest model. There seems to be, on the
one side, a traditional recommendation system that proposes items based on various criteria of consumers or products
such as product price, user information and etc., but on the other hand, we have also recommended systems
incorporating deep learning methods, even if they have not yet been well investigated. This paper discusses various
processes associated with implementing recommenders systems and numerous recommender approaches along with
the analysis of those methods that can be used by different scholars across several papers. Implementation of
collaborative filtering method and content-based filtering techniques is pretty much pointless, since most e-commerce
shops are already using hybrid engines, which have proved to be more effective. In our research we have also
incorporated the benefits and drawbacks of every approach. Finally, this paper also presents numerous difficulties and
problems confronting recommenders in their application systems algorithms. In this paper, we initially present
multiple best known types of recommended systems and concentrate on one part of the e- commerce recommendation
and afterwards make their quantitative comparison. Recommender systems have taken a huge step towards this goal,
greatly improving the user experience in the online environment.

Keywords: Recommendation Systems, E-commerce, Content-based Filtering, Collaborative Filtering, User-
based Filtering.
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Introduction.

The field of e-commerce is dominated by, personalization services, aimed at optimizing the
site content for a specific consumer. The standard big data processing system includes an analysis
of four parameters: data on a specific user, data on the entire population of users, information on
the properties of the product and external factors. Based on the above criteria, the system
automatically selects the most relevant products for the consumer, thereby improving the quality
of service and sales.

Key players in the e-commerce industry, such as Amazon or AliExpress, prefer to use their
own developments in the field of customizing the product range (for example, AWS). The
statistical data show the effectiveness of these tools’ implementation and improvement for working
with Big Data in Internet commerce. Specifically, RichRelevance provides data on more than 10%
sales growth and 300% investment efficiency for companies using BD solutions in their work. The
Russian analogue of foreign systems - RetailRocket declares the possibility of increasing the
online store sales by 10-50%. Thus, the application of Big Data technologies in e- commerce today
iIs relevant and continues to evolve.

As of the beginning of 2019, the online trading market of the Republic of Kazakhstan was
estimated at 287 billion tenge, manifesting the total 23.2% annual growth. The share of online
trading in total trade amounted to only 2.9%, which, according to Nikolai Babeshkin, indicates a
significant growth potential. The forecast for global online market growth is 11% per year. At the
same time, the potential of Kazakhstan is quite high, given its level of Internet penetration.
According to World Cellular Information Service -, in 2017 Kazakhstan had 76.4% of the Internet
users. In this rating, Kazakhstan ranks second to the UK (94.8% of users), ahead of even the United
States (76.2%), Poland (76%) and Russia (76%). An increase in the number of connections via
smartphones in the republic add to the positive picture: by the end of 2018, there were 18.2 million,
and 25.6 million are forecast by 2022. By this period, smartphones should account for 82% of the
total number of mobile connections. According to the Digital Kazakhstan Association (DKA)
experts, in 2022 the e-commerce market in Kazakhstan may be worth 928 billion tenge. That is,
according to cautious estimates based on the global average growth, there will be a 6% increase.

Recommender systems are a large class of models whose goal is to increase business
performance by providing relevant recommendations to the user in the right place, at the right
time, and through the right communication channel.

Every day, millions of people are searching the Internet: someone is looking for movies or
clothes, someone is looking for a car or a vacation package, and all users are united by one goal:
to find what they need. If in the last century people learnt about the emergence of new goods from
mailing lists, by now this process has been accelerated by dozens (or even hundreds) times due to
the appearance of television and then the Internet.

And in recent decades, the use of machine learning algorithms has become one of the leading
trends in improving a wide variety of seaBaccccccccd5kreh engines. As an addition to the process
of independent search (among millions of names of various goods and services), recommendation
systems began to predict what exactly would be interesting for this or that user. In the course of
their work such recommendation algorithms have been constantly trained, adapted and
transformed, to better understand the user, and as a result of their functioning, 50% or more of the
recommended goods or services to some extent or another satisfy the users’ search queries. This
article provides an analysis of the principles of operation of the main methods for implementing
recommender systems and metrics to evaluate their performance.

Related work

This section presents some related work that uses recommended system techniques in e-
commerce and on online store websites.

The recommender system is described as a user- friendly decision-making strategy in
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advanced data environments [1]. The recommendation system was also classified first from the
point of view of e-commerce mostly as a method that allows people to interact through information
data relating to the users’ requirements and needs [2]. The recommendation system was considered
as a technique of supporting and enhancing the social method of creating options via the use of
recommendations from others since there is no adequate specific understanding or knowledge of
alternatives [3]. The recommender systems (Jannach et al. 2010) leave reviews (options, strategies)
relevant to the user. The recommender systems address the issue of information overload that
customers are likely to experience by supplying the latter with individualized, unique subject
matter and delivery recommendations.

Recommended techniques primarily boil down to two main methods: collaborative filtering
and content-based filtering. Collaborative Filtering (Konstan et al. 1997) uses the view of
customers with similar choices, while content-based filtering (Pazzani and Billsus 1997) is
centered on a comparison of the information of the already purchased products with the new
products that could possibly be recommended to the customer. Certain basic recommendations are
knowledge-based = recommendations, group recommendation systems, and hybrid
recommendations. Knowledge-based advising systems (Felfernig et al. 2015) focus on knowledge
acquisition, guidelines or limitations on a product array, user behavior and recommendations
metrics (i.e. which product should be suggested in this or that scenario). Group recommendation
systems (Felfernig et al. 2018; Masthoff 2011) measure recommendations in which the whole
cohort ought to be satisfied with the recommendation. A hybrid recommendation (Burke 2002)
integrates fundamental recommendations to help make up for the flaws of the samples treated.

Several methods of developing recommendation systems have recently been introduced
which use collaborative filtering, content-based filtering or hybrid filtering [11], [12], [13]. The
collaborative filtering method seems to be the most complete and perhaps the most widely used.
Collaborative filtering recommends items by classifying certain customers with similar
preferences; it uses everyones viewpoint to recommend products to the active user. Collaborative
recommended systems have been developed in various application domains. The system then
proposes some similar products or services on-line as per the customer's previous purchases. From
the other side, content-based methods align information assets with user preferences. Content-
based filtering methods typically center their assumptions on customer data and dismiss
commitments from all other customers, like in the particular instance of collaborative techniques
[14], [15].

Despite the success of these two filtering techniques, several limitations have been
identified. Some of the problems with content-based filtering techniques are associated with
limited content analysis, overspecialization and sparsity of data [16]. Also, collaborative
approaches generate cold-start, sparsity and scalability problems Based on the effectiveness of
such two filtering methods, a number of constraints have been recognized. A few of the difficulties
related to content-based filtering methods include restricted comparative study, over-
specialization and data sparseness [16]. Collaborative techniques also have issues with cold-start,
sparsity and scalability. Such issues usually lower the productivity of the recommendations.
Hybrid filtering, which integrates multiple filtering methods in a variety of ways to improves the
efficiency and productivity of the recommended systems, has indeed been suggested [17], [18], in
order to alleviate some more of the current challenges. All such methods merge multiple or more
filtering methods in order to manipulate their strong points while at the same time balancing their
respective weaknesses [19]. Based mostly on their activities, they could be categorized into a
weighted hybrid, mixed hybrid, switching hybrid, feature-combination hybrid, cascade hybrid,
feature-augmented hybrid and meta-level hybrid [20]. Cunningham et al. [21] developed a clear
and easy technique for integrating content-based and collaborative filtering.
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Recommended system phases: theoretical review

The task of the recommender system is to inform the user about a product that he may be
most interested in at a given time. The client receives information, and the service makes money
on the provision of quality services. Services are not necessarily direct sales of the goods offered.
The service can also earn on commissions or simply increase user loyalty, which then translates
into advertising and other income.

Depending on the business model, recommendations can be its basis, as, for example, with
TripAdvisor, or can be just a convenient additional service (such as, for example, in some online
clothing store), designed to improve the customer experience and make the catalog navigation
more comfortable.

Personalization of online marketing is an obvious trend of the last decade. According to
McKinsey, 35% of Amazon’s revenue or 75% of Netflix’s revenue comes from recommended
products, and this percentage is likely to grow. Recommender systems are about what to offer the
client to make him happy. Transparency is one of the important characteristics of the system.
People trust the recommendation more if they understand exactly how it has bee received. So there
is less risk of running into "unscrupulous” systems that promote paid goods or put more expensive
goods higher in the ranking. In addition, a good recommender system itself should be able to deal
with purchased reviews and sales cheats. Manipulations, by the way, are also unintentional. For
example, when a new blockbuster is released, it is the first thing the fans go at, accordingly, the
rating can be greatly overestimated for the first couple of months. This section is devoted to the
description of algorithms which are also an integral part of any recommendation system. Despite
the many existing algorithms, they all boil down to several basic approaches, which will be
analyzed below. The most classical algorithms include summary-based (non-personal), content-
based (models based on product description), collaborative filtering, matrix factorization (methods
based on matrix decomposition), hybrid and some others.

A. Non-personalized recommendations

Let us consider non-personalized recommendations because they are the easiest to
implement. Here the potential interest of the user is simply determined by the average rating of the
product: “Everyone likes it, so you will like it.” Most of the services work on this principle when
the user is not logged in to the system, for example, the same TripAdvisor.

1) Cold start problem

A cold start is a typical situation when enough data have not yet been accumulated for the
recommender system to work correctly (for example, when a product is new or just rarely bought).
If the average rating is calculated by the estimates of only three users (Alice, Bob and Eve), such
an assessment will clearly not be reliable, and users understand this. In such situations, ratings are
often artificially adjusted.

The first way is to show not the average value, but the smoothed average (Damped Mean).
The meaning is this: with a small number of ratings, the displayed rating is more inclined to a
certain safe “average” indicator, and as soon as a sufficient number of new ratings is gathered, the
“average” adjustment ceases to work.

Another approach is to calculate confidence intervals for each rating. Mathematically, the
more estimates, the less variation of the average and, therefore, more confidence in its correctness.
And as a rating you can display, for example, the lower boundary of the interval (Low CI Bound).
At the same time, it is clear that such a system will be quite conservative, with a tendency to
underestimate ratings for new products (unless, of course, this is a hit).

Since estimates are limited to a certain scale (for example, from 0 to 1), the usual method of
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calculating the confidence interval is poorly applicable here: because of the distribution tails that
go to infinity and the symmetry of the interval itself. There is an alternative and more accurate
way to calculate it - Wilson Confidence Interval. In this case, asymmetric intervals are obtained,
as shown in Figure 1.
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Figure 1. Wilson Confidence Interval

In the figure above, the horizontal rating of the average rating is plotted, and the vertical is
the spread around the average. Different sizes of the sample are highlighted in color (obviously,
the larger the sample, the smaller the confidence interval).

The cold start problem is just as relevant for non- personalized recommendations. The
general approach here is to replace what cannot be counted at the moment with various heuristics
(for example, replace it with an average rating, use a simpler algorithm, or not use a product at all
until data is collected).

2) Relevance of recommendations

In some cases, it is also important to consider the “freshness” of the recommendation. This
is especially true for articles or forum posts. Fresh entries should hit the top more often. For this,
correction factors (damping factors) are used. Below are a couple of formulas for calculating the
ranking of articles on media sites (Figure 2).

Example of rating calculation in Hacker news magazine:

0.8
Rank — U-D-1*°xp
T1.8

Figure 2. Example of rank calculation

where U = upvotes, D = downvotes, and P (Penalty) is an additional adjustment for the
implementation of other business rules.

Not all elements are equally significant: for example, allied words, obviously, do not carry
any payload. Therefore, when determining the number of matching elements in two vectors, all
measurements must first be weighed by their significance. This task is solved by the TF-IDF
transformation well known in Text Mining as shown in Figure 4, which assigns more weight to
rarer interests. The coincidence of such interests is more important in determining the proximity
of two vectors than the coincidence of popular ones.

Rating calculation in Reddit:
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Rank = logy, (max(L,U — D))—%
ns

Figure 3. Example of Reddit calculation

where U = the number of votes in favor, D = the number of votes against, T = the time of recording.
The first term estimates the “recording quality”, and the second makes a correction for time.

Obviously, a universal formula does not exist, and each service invents the formula that best
solves its problem - it is verified empirically.

B. Content-based recommendations

Personal recommendations suggest the maximum use of information about the user himself,
primarily about his previous purchases. One of the first approaches used for the purpose was the
content-based filtering approach. In the framework of this approach, the description of the product
(content) is compared with the interests of the user obtained from his previous ratings. The more
the product meets these interests, the higher is the evaluated potential interest of the user. The
obvious requirement here is that all products in the catalog should have a description.

Historically, the subject of content-based recommendations has often been goods with an
unstructured description: films, books, articles. Such signs may be, for example, text descriptions,
reviews, casts and more. However, nothing prevents the use of ordinary numerical or categorical
signs.

Unstructured features are described in a way typical of text - vectors in the word space
(Vector-Space model). Each element of such a vector is a feature that potentially characterizes the
user's interest. Similarly, a product is a vector in the same space.

As the user interacts with the system (say, he buys films), the vector descriptions of the
goods purchased by him are combined (summed and normalized) into a single vector and, thus, a
vector of his interests is formed. Further, it is enough to find a product whose description is closest
to the vector of interests, i.e. solve the problem of finding n nearest neighbors.

N
nyy = tfx,y X IOQ(FJ
X

TF-IDF tf.,, = frequency of x iny

df = number of documents containing x

Figure 4. TF-IDF transformation

The TF-IDF principle here is equally applicable to ordinary nominal attributes, such as, for
example, genre, director, language. TF — is a measure of the importance of the attribute for the
user, IDF - a measure of the "rarity" of the attribute.

There is a whole family of similar transformations (for example, BM25 and similar ones),
but in substance they all repeat the same logic as TF-IDF: rare attributes should have more weight
when comparing products. Figure 5 below illustrates how the weight of TF-IDFs depends on TF
and IDF. The nearest horizontal axis is DF: attribute frequency among all products, the far
horizontal axis is TF: user’s attribute frequency logarithm.
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Figure 5. The weight of TF-IDFs

Some points to consider when implementing.

« When forming a vector-space presentation of a product, instead of individual words,
you can use shingles or n-grams (consecutive pairs of words, triples, etc.). This will make the
model more detailed, but more data will be needed for training.

« Indifferent places of the product description, the weight of the keywords may differ (for
example, the description of the film may consist of a title, a brief description and a detailed
description).

« Product descriptions from different users can be weighted differently. For example, we
can give more weight to active users who have many ratings.

« Similarly, you can weigh a product. The higher is the average rating of an object, the
greater is its weight (similar to PageRank).

« If the product description allows links to external sources, then you can get confused
and analyze all third-party information related to the product.

It can be seen that content-based filtering almost completely repeats the query- a document
matching mechanism used in search engines such as Yandex and Google. The only difference is
in the form of a search query - here is a vector describing the interests of the user, and the keywords
of the requested document. When search engines begin to add personalization, the distinction is
erased even more. As a measure of the proximity of two vectors, the cosine distance is most often
used (Figure. 6).
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[

sim(A, B)=cos(0)

Figure 6. A measure of proximity

When a new assessment is added, the vector of interests is updated incrementally (only for
those elements that have changed). When recounting, it makes sense to give new estimates a little
more weight, since preferences may vary.

C. Collaborative filtering (User-based option)

This class of systems began to develop actively in the 90s. As part of the approach,
recommendations are generated based on the interests of other similar users. Such
recommendations are the result of the “collaboration” of many users. The classic implementation
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of the algorithm is based on the principle of k nearest neighbors. On the fingers - for each user, we
look for k most similar to him (in terms of preferences) and supplement the information about the
user with data known about his neighbors. So, for example, if it is known that your interest
neighbors are delighted with the film "Blood and Concrete", and you haven’t watched it for some
reason, this is a great reason to offer you this film for Saturday viewing (Figure. 7).

iy by Ay B By dy g
| 2 40 40 20 1.0 20 2 2
@30 2 2?2 2?2 5010 ? ? 2
@y 1
(30 2 2 30 2020 2 30 @ o
)
0,40 2 2 20 1.0 1.0 2.0 40 oo sim 3
> 5 E—
1.0 1.0 2 2 2 2 2?2 10 i
el 2 10 2 7 1.0 1.0 ? 10 7
6
. S—— . 5 k=3 neighborhood
u] 2 2 4030 2 10 2?2 50 (s t
ra|3.5 4.0 1.3 2.0 ’
e 1 " xX-y
Faj = Saili simcosine(X,Y) = ————
T e St Z(, Y Tl

Figure 7. An example of Collaborative method

The figure above illustrates the principle of the method. In the preference matrix, the user
for which we want to determine the ratings for new products (question marks) is highlighted in
yellow. Three of his closest neighbors are highlighted in blue.

“Similarity” of interests is in this case a synonym for their “correlation” and can be
considered in many ways (in addition to Pearson correlation, there is also a cosine distance, a
Jacquard distance, a Hamming distance, etc.).

The classical implementation of the algorithm has one obvious minus - it is poorly applicable
in practice due to quadratic complexity. Indeed, like any method of the nearest neighbor, it requires
the calculation of all pairwise distances between users (and there may be millions of users). It is
easy to calculate that the complexity of calculating the distance matrix will be O (n2, m) where n
is the number of users and m is the number of products. With a million users, a minimum of 4TB
is required to store the distance matrix raw.

This problem can be partially solved by purchasing a high- performance iron. But if you
approach wisely, it is better to introduce corrections into the algorithm:

« update distances not with every purchase, but with batches (for example, once a day),

« do not recalculate the distance matrix completely, but update it incrementally,

« opt for iterative and approximate algorithms (for example, ALS).

For the algorithm to be effective, it is important that a few assumptions are fulfilled.

e People’s tastes do not change with time (or change, but in the same manner for
everyone).

« If people's tastes coincide, then they coincide in everything.

For example, if two clients prefer the same films, then they also like the same books. This
often happens when the recommended products are homogeneous (for example, only films). If this
is not so, then a couple of customers may well have the same food preferences, and political views
be directly opposite - here the algorithm will be less effective.

The user's neighborhood in the preference space (his neighbors), which we will analyze to
generate new recommendations, can be chosen in different ways. We can work with all users of
the system in general, we can set a certain proximity threshold, we can select several neighbors
randomly or take the n most similar neighbors (this is the most popular approach).

The authors of MovielLens as the optimal number of neighbors give figures of 30-50
neighbors for films and 25-100 for arbitrary recommendations. It is clear here that if we take too
many neighbors, we will get more chance of random noise. And vice versa, if we take too little,
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we will get more accurate recommendations, but fewer products can be recommended. An
important stage in the preparation of data is the normalization of estimates.

1) Data standardization (scaling)

Since all users evaluate differently - someone puts five in a row, and you rarely expect four
from someone - it’s better to normalize the data before calculating, i.e. lead to a single scale so
that the algorithm can correctly compare them with each other.

Naturally, the predicted estimate will then need to be translated into the original scale by the
inverse transformation (and, if necessary, round to the nearest integer).

There are several ways to normalize:

« centering (mean-centering) - we simply subtract their average rating from the user's ratings,

« standardization (z-score) - in addition to centering, we divide its assessment by the standard
deviation of the user, relevant only for non-binary matrices (after the reverse conversion, the rating
may go beyond the scale (i.e., for example, 6 on a five-point scale), but such situations are quite
rare and are solved simply by rounding towards the nearest acceptable rating),

« double standardization — firstly, we normalize user ratings, secondly- product ratings.

If the movie “The Best Movie” has an average rating of 2.5, and the user gives it 5, then this
Is a strong factor indicating that such films are clearly to his taste. The "similarity" or correlation
of the preferences of two users can be considered in different ways. In fact, we just need to compare
two vectors and list the most popular correlations.

1. Pearson correlation is a classical coefficient, which is quite applicable when comparing
vectors (Figure. 8).

2%y )
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Figure 8. Pearson correlation coefficient

Its main disadvantage is that when the intersection is estimated to be low, the correlation can
be high simply by accident.

To combat a randomly overstated correlation, you can multiply it by a factor of 50 / min (50,
Rating intersection) or any other damping factor, the influence of which decreases with the

increasing number of ratings.
) 6) d?
R PO .

2. Spearman correlation
Figure 9. Spearman correlation coefficient

The main difference is the rank coefficient, i.e. it works not with absolute ratings, but with
their serial numbers. In general, it gives a result very close to Pearson's correlation.

3. Cosine distance

Another classic factor. If you look closely, the cosine of the angle between standardized
vectors - is Pearson's correlation, calculated using the same formula:
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It is called the cosine distance - because if two vectors are aligned (that is, the angle between
them is zero), then the cosine of the angle between them is equal to one. Conversely, the cosine of
the angle between perpendicular vectors is zero.

An interesting development of the collaborative approach are the so-called Trust-based
recommendations, which take into account not only the proximity of people according to their
interests, but also their “social” proximity and the degree of trust between them. If, for example,
we see that on Facebook the girl periodically visits the page with the audio recordings of her friend,
then she trusts her musical taste. Therefore, recommendations to the girl can completely mix new
songs from the friend’s playlist.

2) Justification of recommendations

It is important that the user trusts the recommendation system, and for this it should be simple
and understandable. If necessary, a clear explanation of the recommendation should always be
available (in English terms).

As part of the explanation, it’s nice to show the product’s assessment of the neighbors,
according to which attribute (for example, the actor or director), there was a coincidence, as well
as display the confidence of the system in the assessment (confidence). In order not to overload
the interface, you can put all this information into the “Tell me more” button. For instance: “You
might like the movie ... and plays there.”, "Users with similar musical tastes rated the album 4.5
out of 5."

D. Collaborative filtering (Item-based option)

The Item-based approach is a natural alternative to the classical User-based approach
described in the first part, and repeats it almost completely, except for one point - it applies to the
transposed preference matrix, i.e. looks for related products, not users.

Let me remind you that the user-based collaboration filtering (user-based CF) searches for
each client for a group of customers most similar to him (in terms of previous purchases) and
averages their preferences. These average preferences serve as recommendations for the user. In
the case of commaodity collaborative filtering (item-based CF), the closest neighbors are searched
for on the set of goods - columns of the preference matrix, and averaging occurs precisely on them.

Indeed, if the products are meaningfully similar, then most likely they are either liked or not
liked at the same time. Therefore, when we see that the valuations of two products are strongly
correlated, this may indicate that they are analogous goods.

Advantages of the item-based approach over the user-based one:

« When there are a lot of users (almost always), the task of finding the nearest neighbor
becomes poorly computable. For example, for 1 million users, you need to calculate and store ~
500 billion distances. If you encode the distance with 8 bytes, this results in 4TB for the distance
matrix alone. If we do an Item- based search, then the complexity of the calculations decreases
from O(N2n) to O(n2N), and the distance matrix has a dimension no longer than 1 million per 1
million but, for example, 100 per 100 by the number of products.

« The proximity rating of products is much more accurate than the proximity rating of users.
This is a direct consequence of the fact that there are usually many more users than goods, and
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therefore there is much less the standard error in calculating the correlation of good. We just have
more information to draw a conclusion.

e In the user-based version, user descriptions are usually very sparse (there are a lot of
products, few ratings). On the one hand, this helps to optimize the calculation - we multiply only
those elements where there is an intersection. But on the other hand — no matter how many
neighbors you take, the list of goods that you can eventually recommend is very small.

« User preferences may change over time, but the item description is much more stable.

The rest of the algorithm almost completely repeats the user- based option: the same cosine
distance as the main measure of proximity, the same need for data normalization. The number of
neighboring goods N is usually chosen in the region of 20.

Due to the fact that the correlation of products is considered on a larger number of
observations, it is not so critical to recalculate it after each new assessment, and you can do this
periodically in the battle mode.

Several possible improvements to the algorithm:

e An interesting modification is to consider the “similarity” of products not as typical cosine
distances, but by comparing their content (content- based similarity). If at the same time the user
preferences are not taken into account in any way, such filtering ceases to be “collaborative”.
Moreover, the second part of the algorithm — obtaining averaged estimates — does not change in
any way.

« Another possible modification is to weigh users when calculating item similarity. For
example, the more users make ratings, the more weight they have when comparing two products.

« Instead of simply averaging estimates for neighboring products, weights can be selected by
doing a linear regression.

When using the item-based approach, recommendations tend to be more conservative.
Indeed, the scatter of recommendations is less and therefore less likely to show non- standard
products.

If in the preference matrix we use the product description view as a rating, then the
recommended products are most likely to be analogues - products that are often viewed together.
If we calculate the ratings in the preference matrix based on purchases, then most likely the
recommended products will be accessories - goods that are often bought together.

E. Factorization Algorithms

It would be great to describe the interests of the user in “larger strokes." Not in the format
“he loves films X, Y and Z”, but in the format “he loves modern Russian comedies”.

Besides the fact that this will increase the generalization ability of the model, it will also
solve the problem of large dimensionality of data - because interests will not be described by a
vector of goods, but by a significantly smaller vector of preferences.

Such approaches are also called spectral decomposition or high-pass filtering (since we
remove noise and leave a useful signal). There are many different matrix decompositions in
algebra, and one of the most commonly used is called singular value decomposition (SVD).

The SVD method was used in the late 80s to select pages that were similar in meaning, but
not in content, and then began to be used in recommendations tasks. The method is based on the
decomposition of the initial matrix of ratings into a product of 3 matrices:

R=U><D><S,

where (k,m)=(k,r)*(r,r)=(r,m) are the sizes of the matrices and r - decomposition rank - a parameter
characterizing the degree of decomposition detail.
Applying this decomposition to our preference matrix, we obtain two matrixes of factors
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(abbreviated descriptions): U —a compact description of user preferences, S a compact description
of product features.

It is important that with this approach we do not know which characteristics correspond to
the factors in the reduced descriptions, for us they are encoded by some numbers. Therefore, SVD
Is an uninterrupted model.

In order to get an approximation of the preference matrix, it suffices to multiply the matrix
of factors. Having done this, we obtain a rating score for all client-product pairs.

The general family of such algorithms is called NMF (non- negative matrix factorization).
As a rule, the calculation of such expansions is very laborious, therefore, in practice, they often
resort to their approximate iterative variants.

ALS (alternating least squares) is a popular iterative algorithm for decomposing a preference
matrix into a product of 2 matrices: user factors (U) and product factors (I). It works on the
principle of minimizing the standard error of the ratings. Optimization takes place alternately, first
by user factors, then by product factors. Also, to circumvent retraining, regularization coefficients
are added to the standard error.

If we supplement the preference matrix with a new dimension containing information about
the user or the product, then we will be able to expand not the preference matrix, but the tensor.
Thus, we will use more available information and possibly get a more accurate model.

F. Hybrid solutions

In practice, only one approach is rarely used. As a rule, several algorithms are combined into
one in order to achieve maximum effect.

The two main advantages of combining models are increased accuracy and the possibility of
more flexible tuning to different groups of customers. The disadvantages are less interpretability
and greater complexity of implementation and support.

Several combining strategies:

« Weighting - reading the weighted average forecast for several estimates.

« Stacking - predictions of individual model inputs of another (meta) classifier that learns to
correctly weight intermediate estimates.

« Switching - applying different algorithms for different products / users.

« Mixing — recommendations are calculated on different algorithms, and then simply
combined into one list.

For example, content-based recommender is used, and one of the features is - the result of
collaborative filtering.

Feature weighted (linear) stacking:

P(u,i)=w PR (u,i)+w,P, (u,i)+...+ w,P, (u,i)

Weights w1, wa ... wp are trained on the sample. As a rule, logistic regression is used for this.
Stacking in general:

P(u,i)= f(u,i)P(u,i)+ fo(u,i)Py(u,i)+...+ f(u,i)P, (u,i)
G. Other approaches
1) Association Rules

Associative rules are generally used in the analysis of product correlations (Market Basket
Analysis) and look something like this: “if there is milk in the customer’s check, then in 80% of
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cases there will be bread”. That is, if we see that the client has already put milk in the basket, it’s
time to remind about the bread.

This is not the same as analysis of purchases spaced in time, but if we consider the whole
history as one big basket, then we can fully apply this principle here. This may be justified when,
for example, we sell expensive one-time goods (credit, flight).

1.1) RBM (restricted Bolzman Machines)

Bounded Boltzmann machines are a relatively old approach based on stochastic recurrent
neural networks. It is a latent variable model and in this it is similar to SVD decomposition. It also
looks for the most compact description of user preferences, which is encoded using latent
variables. The method was not developed to search for recommendations, but it was successfully
used in the top Netflix Prize solutions and is still used in some tasks.

1.2) Autoencoders

It is based on the same principle of spectral decomposition, which is why such networks are
also called denoising auto- encoders. The network first collapses the user data it knows about into
a compact representation, trying to leave only meaningful information, and then restores the data
to its original dimension. The result is a kind of averaged, noise-free template that can be used to
evaluate interest in any product.

2) DSSM (deep sematic similiarity models)

It is one of the new approaches using the same principle, but here the role of latent variables
is performed by the internal tensor descriptions of the input data (embeddings). Initially, the model
was created for query matching with documents (as well as content-based recommendations), but
it is easily transformed into the task of matching users and products (Figure 11).

2 Decp Structured Semantic Model
2.1 The Overall Architecture of the Deep Structured Semantic Model
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Figure 1: The illustration of the overall structure of the DSSM.

Figure 11. An overall architecture of DSSM

The variety of deep network architectures is unlimited, which is why Deep Learning
provides a truly wide field of experimentation for recommender systems.

Experimental data

Online E-commerce websites like Amazon, AliExpress use various recommendation models
to make different offers to users. Amazon right now uses a collaborative item-to-item filtering
which grows to enormous datasets and delivers great high-quality recommendations progressively.
This kind of filtering compares the purchased and valued items of each user to similar items then
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joins those corresponding items into a user recommendation list (Figure 12).

Kinde beck deah Tec yze

QB0 0E’

Figure 12. An example of recommendation in Amazon

In this article, an e-commerce product was taken as experimental data, based on 4 variables
and more than 7 million items. Therefore, this article attempts to develop a recommendation model
for Amazon's electronics products. Amazon is one of the world's largest e-commerce companies.
They market millions of items around the world every day, adding multiple thousands to their
range of products. It is very important that we continue analyzing the effectiveness of our products.
However, most identical products are regulated differently, due to the varied digital infrastructure.
Thus, product quality analysis primarily limits the ability to group related products in a precise
manner. In order to develop the model, we will first use various types of recommendations
systems, including popularity based systems, content based systems and collaborative filtering.
We are flooded with tons of information in this contemporary world and that data yield the
valuable knowledge. But customers can not obtain the information they are interested in from that
data. Recommended systems have been implemented to help the client to figure out product
details. A recommender system generates a correlation between the user and objects and employs
the user / item commonality for making recommendations.

Table 1. Description of features in the dataset

Feature Type Description
userld object Every user is identified with a unique id
productld object Every product is identified with a unique id
Rating float Rating of the corresponding product by the corresponding user
timestamp | integer Time of the rating

Table 1 illustrates that, each variables has its own specific type. The shape of the data:
(7824482, 4). There are no missing values.

The total number of unique ratings is 7824482, whereas the total number of users is 4201696
and the total number of products is 476002.

As we can see in Figure 8, there is no equal distribution between ratings, rating 5.0 has been
given by most users, whereas rating 2.0 has been given by less than half million, and it is the lowest
one, comparing to others. The mean of the rating in the dataset exceeds 4.0. We divided our dataset
into two parts, 70% of the dataset is training and 30% is the test dataset.
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Figure 13. Distribution of ratings in the dataset

Note, the data points have been described by their features already; we are directly within
the setting of the feature space. We will give some statics on this data, and it will be our initial
analysis. Since, we have 4 features, we present only some relevant value to give an idea of each
statistical collection.

Table 2. Statistics of the rating value
Mean Count Standard deviation

Rating 3.972 1048576 1.399

Proposed methodology

The exponential rise in the amount accessible of digital information and the number of
Internet users has generated a possible information overload problem that impedes rapid response
to points of interest on the Internet. There were no problems related to the prioritization and
personalization of data (where a program correlates the available content to the customer's desires
and priorities).

The scheme for solving these problems is as follows.

1. Research analysis or the information collection phase. At this stage, we performed a one-
dimensional and two- dimensional analysis of data, processing emissions, and missing values. The
missing values were replaced by averages. In this project, there are no missing values. Also this
step gathers accurate user data to produce a client’s profile page or model for predictive tasks along
with the customer's rating, habits or content based on access resources. So the customer profile
defines a basic user model. The effectiveness of every recommendation system is heavily
dependent upon its ability to operate the current interests of users. Reliable models are important
to get adequate and effective recommendations from any predictive techniques.

2. The learning phase. It implements a learning algorithm to sort and manipulate the
features of the customer from the feedback obtained during the process of information collection.
This effectively turns off all models except the one that fits best.

3. The prediction/recommendation phase. It suggests or forecasts what sort of products the
user may choose. This could be achieved either through an assessment of the dataset obtained
during the process of information collection which may be based on memory or model, or on the
customer’s experienced data (Figurel4).
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Figure 14. Recommendation techniques

A. Popularity Based Recommendation

The recommendation system based on popularity functions as a pattern. It uses the products
that are currently in trend. For instance it indicates, whether any item that every new customer
normally purchases is likely to be recommended to the customer who has just registered.

The new data frame includes customers who have given 50 ratings or more (Figure 15).

# RATINGS per Product
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Figure 15. Number of ratings per product
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Figure 16. Rating vs rating counts Figure 17. Final sorting of popular products by rating
Collaborative filtering (Item-Item recommendation)

For recommender systems collaborative filtering is widely implemented. Such approaches
are intended to replace the missing elements of a matrix association of customer- items. We will
be using the method of collaborative filtering. This uses historical item ratings by around-minded
individuals to determine how others will classify the item in question. Collaborative filtering has
two subgroups that are commonly referred to as memory-based and model-based approaches.
After splitting the dataset into train and test (70/30 correspondingly), where the random state is
equal to 10, we perform KNNWithMeans algorithm, taking into account the mean ratings of each
user, where the parameter k is 5. Next, after computing the Pearson baseline similarity matrix and
fitting the train set, we can see the result of our trained model against the test set. The RMSE-
based accuracy measure is equal to 1.3436.

B. Model-based collaborative filtering system

These methods are mainly based on the techniques of machine learning and data mining.
The aim is to train models so that they can draw conclusions. For instance, we might use current
user-item relationships to train a model to predict the top-five products that a customer could
perhaps like the most. One benefit of these approaches is that they can suggest a greater number
of products to a wider range of users in comparison to other techniques such as memory-based
approach. We have such a wide range, even though dealing with big, sparse matrixes (Figure 18).

ratings_matrix = new_df1.pivot_table(values="Rating’, index="userId', colum
ns="productId’, fill_value=@)
ratings_matrix.head()

productld 0072683275 1400501466 1400501520 1400501776 14005326
userld

A01852072Z7B6BUHLISUG
AQ266076XEKPZECCHGVS
A0293130VTX2ZXA70JQS 5
A030530627MKEEBDBVALN

o » o o o
o o o o o
o o o o o
o o o o o
e o e o o

A0571176384KBRBNKGF80

Figure 18. Results of sparse matrix

As predicted, the utility matrix above is sparse, and the unknown values are marked as 0.
The shape of the matrix is (9832, 76). After transposing this matrix, the shape has changed to (76,
9832). If we compare these two matrices we can see the unique products in this subset of data. The
next stage is decomposing the matrix using truncated SVD (singular value decomposition) and
then building a correlation matrix on the decomposed matrix. If we choose one product item,
correlation for all items with the item purchased by this customer is based on the items rated by
other customers’ people who bought the same product. Recommending top 25 highly correlated
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products in sequence - removes the item already bought by the customer.

Conclusion

Recommendation systems create new opportunities for online retrieval of useful
information. This also aims to relieve the big data challenges, which is a very frequent occurrence
with knowledge extraction systems, and allows users to access goods and services that are not
easily and quickly provided to the system users.

This article describes the two traditional methods of recommendation in terms of their
advantages and weaknesses using various types of synthesis methods to enhance their efficiency.
Throughout this study the authors have performed research assessments of different stages and
methods within the recommender systems. The study has revealed that collaborative the user and
user filtering has a higher performance than the other methods as it yields more accurate results
than the item-item filtering. However it must be admitted that each method has benefits and
drawbacks. Different learning algorithms have been used to develop recommendation models and
assessment metrics for evaluating the consistency and efficiency of the recommendation
algorithms. The article describes the process of processing the client-received data, in the
recommender system. For greater precision the number of iterations will be increased.

The task of creating recommendations is quite easy, we compile a preference matrix with
defined figures, as it turns out, we supplement these forecasts with consumer and product details
and try to fill in the unknown values. Notwithstanding the simplicity of the formulation, hundreds
of articles have been published which explain basically new ways for solving it. For starters, this
is attributed to an increase in the selection of data that can be included in the model, as well as an
increase in the importance of implicit ratings. Second, the rise of deep learning and the advent of
modern neural network architectures adds to the models' difficulty. These findings inspire the
authors to develop an action plan for further research in this area.

References

[1] Rashid AM, Albert I, Cosley D, Lam SK, McNee SM, Konstan JA et al. Getting to know you: learning
new user preferences in recommender systems. In: Proceedings of the international conference on intelligent user
interfaces; 2002. p. 127-34.

[2] Schafer JB, Konstan J, Riedl J. Recommender system in e-commerce. In: Proceedings of the 1st ACM
conference on electronic commerce; 1999. p. 158-66.

[3] P. Resnick, H.R. VarianRecommender system’s Commun ACM, 40 (3) (1997), pp. 56-58,
10.1145/245108.24512

[4] Jannach, D., Zanker, M., Felfernig, A., Friedrich, G. (2010). Recommender systems — an introduction.
Cambridge: Cambridge University Press.

[5] Konstan, J., Miller, B., Maltz, D., Herlocker, J., Gordon, L., Riedl, J. (1997). Grouplens: Applying
collaborative filtering to usenet news full text. Commission of the ACM, 40(3), 77-87.

[6] Pazzani, M., & Billsus, D. (1997). Learning and revising user profiles: The identification of interesting
web sites. Machine Learning, 27, 313-331.

[7]1 Felfernig, A., Friedrich, G., Jannach, D., Zanker, M. (2015). Constraint- based recommender systems. In
Recommender systems handbook, pp. 161—

190. Springer.

[8] Felfernig, A., Boratto, L., Stettinger, M., Tkal¢i¢, M. (2018). Group recommender systems: an
introduction. Springer.

[9] Masthoff, J. (2011). Group recommender systems, Recommender Systems Handbook, pp. 677—702.

[10] Burke, R. (2002). Hybrid recommender systems: Survey and experiments. UMUAI Journal, 12(4), 331
370.

[11] A.M. Acilar, A. ArslanA collaborative filtering method based on Artificial Immune Network

Exp Syst Appl, 36 (4) (2009), pp. 8324-8332

[12] L.S. Chen, F.H. Hsu, M.C. Chen, Y.C. HsuDeveloping recommender systems with the consideration of
product profitability for sellers Int J Inform Sci, 178 (4) (2008), pp. 1032-1048

[13] M. Jalali, N. Mustapha, M. Sulaiman, A. MamayWEBPUM: a web- based recommendation system to
predict user future movement

Exp Syst Applicat, 37 (9) (2010), pp. 6201-6212

96



Bocomasn Meacoynapoonas nayuno-npaxmuueckas kongepenyus «BIG DATA and Advanced Analytics. BIG DATA
U ananu3 8blcoKo2o yposuay, Munck, Pecnyoauxa benapyco, 11-12 mas 2022 200a

[14] S.H. Min, I. HanDetection of the customer time-variant pattern for improving recommender system

Exp Syst Applicat, 37 (4) (2010), pp. 2911-2922

[15] O. Celma, X. SerraFOAFing the Music: bridging the semantic gap in music recommendation

Web Semant: Sci Serv Agents World Wide Web, 16 (4) (2008), pp. 250-256

[16] G. Adomavicius, A. TuzhilinToward the next generation of recommender system. A survey of the state-
of-the-art and possible extensions IEEE Trans Knowl Data Eng, 17 (6) (2005), pp. 734-749

[17] G. Murat, G.O. SuleCombination of web page recommender systems Exp Syst Applicat, 37 (4) (2010),
pp. 2911-2922

[18] Mobasher B. Recommender systems. Kunstliche Intelligenz. Special Issue on Web Mining, BottcherlT
Verlag, Bremen, Germany, vol. 3; 2007. p. 41-3.

[19] M.Y.H. Al-Shamri, K.K. BharadwayFuzzy-genetic approach to recommender systems based on a novel
hybrid user model

[20] Expert Syst Appl, 35 (3) (2008), pp. 1386-1399

HCIOJb30BAHUE MAIIIMHHOI'O OBYYEHHWSA B PEKOMEHIYEMOM
CUCTEME B DJIEKTPOHHOM KOMMEPIIUH

E. AXMEP I.Y. BEKTEMBICOBA
PhD ooxmopanm xagpeoput Accoy.npogeccop kagedpwl komnviomepHou
KOMNbIOMEPHOU UHICEeHepUU undcenepuu Medcoynapoonozo ynusepcumema
Medicoynapoonoeo ynusepcumema UHDOPMAYUOHHBIX MEXHONO2UU S

qubOpMClMMOHHle mexHojiocuu

Kadgheopa svruucrumenvrnoii mexnuxu
Medicoynapoonulil ynueepcumem un@opmayuonusix mexnoaozuil, Armamol, Kazaxcman
Onexmponnas nouma: ¢.bektemisova@iitu.edu.kz

AnHoTanusi. Meron (uibTpannu He3aMEHHM B cpelle, NMeperpyKeHHBIMH JaHHBIMU. PekoMmeHIyemble
CHUCTEMBI CHIEJail OTPOMHBIN IIar K 3TOH IeNH, YCKOpPHB paboTy ¢ KimeHTamu depe3 MHTepHeT. BompmmHCTBO
COBpPEMEHHBIX IIPUMEPOB HCKYCCTBEHHOTO MapKETHHIOBOTO MHTEIICKTAa U3BECTHHI KaK KOHTPOJHPyEeMoe 00ydeHIe,
KOTOPOE BapbHPYETCS OT MPEIOKEHHS TIEPCOHATH3UPOBAHHBIX KOHKPETHBIX IIPOAYKTOB C OMpeeTIcHHEM Hanboee
IIEHHBIX MapKETHHTOBBIX CTpPaTerMi 1O INPOTHO3MPOBAHMA CKOPOCTH OTTOKA KJIMEHTOB WJIHM IIEHHOCTH >KU3HU
KJIMCHTOB M CO3/IaHUS MOJO0XKUTEIBHON KIMEHTCKOH 6a3pl. Kak npaBuiio, pa3muyuHbIe THIIBI XPaHUMOH HH(pOpMAIu
HCTIONB3YIOTCS JUIsl HACTPOMKH Pa3INUHBIX TapaMeTPOB MU PEe3yIbTaTOB IIOMCKA, JEMOHCTPALIMH HanboJiee IeJIeBOH
peKIaMBbl Ha TJIaBHOI CTpaHUIIE U T. A. PekoMeHTyeMble CUCTEMBI TOTy4YaroT IPUObUIb, HCIIOTB3YS MPEITI0KEHUS I
yBeJM4eHus npopax. Jlrobas qpyrast cucTeMa MOXKET UCTIOIb30BaTh Pa3HbIe JaHHBIE U3 HECKOJIBKUX HCTOYHHUKOB JUIS
OIIGHKH MOJIeNIeHl HCIONB30BaHUA W OOHAPYKEHHS CXO0XKHMX TEHACHLHI, KOTOpBIE IO3BOJIAIOT HMPOTHO3HPOBATH
Oyaymue TOKYNKH WX TMpeanodTeHus KiueHToB. OH TpelcKa3blBaeT WHTEPECHBIE 3aKOHOMEPHOCTH U
MPEJOCTABIIET PEKOMEHIAIIMH Ha OCHOBE MOJICIIH HHTEPECOB KIMEHTOB. KaxkeTcs, ¢ 0JJHOI CTOPOHBI, TpaJUIIHOHHAS
CHUCTeMa PEKOMEHIAIM, KOTopas IpeajiaracT TOBapbl Ha OCHOBE pas3NIMYHBIX KPHUTEPHEB IMOTpeOUTENei Wim
MPOAYKTOB, TAKUX KaK IIeHa MPOAyKTa, MHQOPMAIHS O MOJB30BaTeNe W T. ., HO, C IPYTOil CTOPOHBI, MBI TaKXe
PEKOMEHIYeM CHUCTEMBI, BKITFOYAIOIIUE TTy00Koe 00ydeHre. METOAOB, 1aXKe €CIIM OHHU eIlle HeTOCTATOYHO M3yUICHEI.
B aT10it cTathe 00CYX)IAIOTCS pa3lMYHBIC TPOIECCHI, CBSI3aHHBIE C BHEIPCHHUEM PEKOMEHIATEIBHBIX CHCTEM, H
MHOT'OYHCJICHHBIE PEKOMEHIAaTeIbHBIE TIOAXO0/BI, a TAaK)KEe aHAIM3 3THX METOAOB, KOTOPBIE MOTYT HCIIOIB30BAThCS
Pa3HBIMHU YYEHBIMHU B HECKOJIBKHX CTaThsX. BHeApeHne MeTo1a COBMECTHOM (DUIBTPAI[K U METO/IOB (DMIIbTPALIMH HA
OCHOBE KOHTEHTa B 3HAUMTENBFHON CTENEHH OECCMBICIIEHHO, NMOCKOIBKY OOJIBIIMHCTBO HMHTEPHET-Mara3uHOB YXke
WCTIONB3YIOT THOPHUIHBIE MEXaHWU3MBI, KOTOPbIE OKa3aiuch Ooyiee 3G(GEeKTHBHBIMU. B Hamiem ucciaeToOBaHUU MBI
TaKXKe BKJIIOYIIN TIPEHMYIIECTBA M HEJOCTATKM KaXKIOTO IOJaXoAa. B 3Toil crarbe Tarxke IpEeACTaBICHBI
MHOTOYHCJICHHBIE TPYIHOCTH M MPOOJIEMBI, C KOTOPHIMH CTaJKHBAIOTCSI PEKOMEHAATENH B alTOPUTMaxX CBOUX
NPUKIAIHBIX CUCTeM. B 3TO#l cTarhe MBI CHayalla MPEICTABISIEM HECKOJIBKO HAWOOJEe W3BECTHBIX THUIIOB
PEKOMEHIYEMBIX CUCTEM M KOHILIEHTPUPYEMCS Ha OJIHOM 4aCTH PEKOMEHIAUH AJIs 3JE€KTPOHHOU KOMMEPLIUH, a 3aTeEM
MPOBOAUM HX KOJMUYECTBEHHOE cpaBHeHHE. PekoMeHJarenbHble CUCTEMbI ClIejalld OTPOMHBIN IIar K 3TOH Lenu,
3HAYUTENILHO YIYYILHB [10JIb30BATEIbCKUN OMBIT B OHJIAH-Cpee.

KiarueBple c1oBa: cCUCTEMBI PEKOMEHIAIMIMA, SJICKTPOHHAST KOMMEpIUs, (MIBTPALUs HA OCHOBE KOHTCHTA,
coBMecTHas GUIbTpanus, GuasTpanus Ha OCHOBE ITOJIb30BaTENeH.
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