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Man has been a consumer of nature for too long, so it is time to take responsibility for our actions. 
Modern technologies allow independent monitoring of the state of the environment at various levels. Also, 
by revealing the data we can avoid covering up crimes. The future is in our hands! 
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The paper is devoted to the development of artificial intelligence technologies. The material presents the key directions and 
methods of research in this field. It also deals with the technology application at present and in the future. The purpose of the 
paper is to explore the concept of artificial intelligence and systematise knowledge in the realm. Special attention is given to 
prospects description in technology, which can significantly affect the development of science in general.  

Over the past decade, computers have been trained to solve quite complex problems. Machines are 
actively conquering many life aspects like identifying people, traffic on a busy highway, playing chess, etc. 
Today, computer systems are able to analyse human preferences and help with content selection: the news 
we read, the movies we watch, the music we listen to. Now smart systems choose all these apps.  Artificial 
Intelligence (AI) is a field of research aimed at creating computers that start performing functions better 
than a human being at present. We mean the functions that deal with the ability to perceive, analyze, 
reason, use knowledge and plan actions. The principle of this technology is to scan a large amount of 
information, to find some certain features and patterns. So in this way a computer learns. AI is a complex 
discipline with many theories, techniques and technologies. Many scientists are engaged in the 
development of the technology: symbolists, connectionists mathematicians, psychologists, and of course 
programmers [1]. 

In recent years, the main area of AI study has been machine learning. The algorithm of operation is 
based on three basic components: data, attributes, and methods. The material for system training can be 
obtained in many different ways. The better the data, the more efficient the program will work. This is a set 
of properties, characteristics or attributes that describe the model [2]. 

Any neural network is a set of neurons or functions and connections among them. The task of a 
neuron is to accept input numbers, perform certain instructions, and output the result. Deep learning is one 
of the  branches in machine learning. The technology is based on artificial neural networks (ANNs). These 
ANNs receive training algorithms and ever-increasing amounts of data to improve the efficiency of learning 
processes. The larger the amount of information is, the more efficient the process is. The learning process 
is called deep because neural network manages many levels. The deeper this network penetrates, the 
higher its performance. The deep machine learning process consists of two main phases: learning and 
inference generation. The learning phase should be considered as a method of labelling large amounts of 
data and determining their respective characteristics. The system compares these characteristics and 
remembers them in order to draw the right conclusions next time when it encounters similar data [3]. 

In conclusion, mention should be made about the prospects of the technology in this paper. With the 
advent of AI, human involvement in well-functioning production processes is considerably reduced to a 
minimum. Production time is reduced while productivity is increased. Computer does not get tired and make 
mistakes in processing a large amount of data. The technology has already found applications in many 
areas of our life. AI systems with cameras and motion sensors are able to monitor social border in the 
streets, predict dangerous situations and thoroughly check documents. In medicine smart programs are 
widely used to diagnose cancer, predict genetic diseases and cardiovascular problems. Modern business 
and marketing inseparable from smart systems. At present it is evident that AI integration makes our life 
more comfortable and safer. Engineers believe that the current level of AI usage does not fully reflect its 
great potential [4]. 
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This paper deals with the definition of artificial neural networks, principles of their operation and practical application. It also 
describes the basic concepts related to the study of neural networks, as well as identification of development prospects. 

Artificial neural networks (ANN) are a modern and very promising computing technology that gives 
us many opportunities in various fields of science, especially physics, computer science, astronomy and 
economics. Currently, they are widely used in solving a variety of tasks and are actively used where 
conventional algorithmic solutions are ineffective or even impossible. Among the tasks that artificial neural 
networks are trusted to solve are text recognition, contextual advertising on the Internet, spam filtering, 
checking for suspicious transactions on bank cards, security systems and video surveillance, and that is 
not a complete list. 

Neural networks are the result of research in the field of artificial intelligence, i.e., attempts to 
reproduce the ability of the biological nervous system to study and correct errors by modeling the structure 
of the brain at a lower level. The brain consists of a large number of connected neurons (on average, there 
are thousands of connections per neuron). As indicated in Fig. 1, neurons are special cells that can transmit 
electrochemical signals. Neurons have branched input structures (dendrites), nuclei and branched outputs 
(axons). The axons of a cell use synapses to connect to the dendrites of other cells. When activated, 
neurons send electrochemical signals to their axons. Through synapses, the signal reaches other neurons, 
which, in turn, can be activated. When the total level of signals from the dendrite to its nucleus exceeds the 
activation threshold, the neuron is activated. 

 
 

 
 

Figure 1 – The natural structure of the human brain 
 
Consequently, artificial neural networks are mathematical models, as well as their software 

implementation, based on the principles of organization and functioning of biological neural networks in the 
nerve cells of living organisms [1]. Artificial neurons can be connected to each other in several ways. This 
gives you the opportunity to create diverse neural networks with different architectures, training methods 
and skills. The concept is based on the idea that neurons can be modeled using fairly simple automata, 
and the flexibility of brain functions and other basic characteristics are determined with the use of the 
connections between neurons. To describe algorithms and devices in neuroinformatics, a special “solution” 


