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Abstract—This article is devoted to the integration of
OSTIS Technology with third-party services based on neural
networks. As an example of integration, the task of keeping
minutes of meetings is considered, the solution of which is
based on transcription and summarization. Transcription
is carried out using the Whisper service, summarization —
retext.ai.
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I. INTRODUCTION

After the appearance of ChatGPT, its analogues and
other services based on neural networks in the general
availability, a large number of opportunities appeared in
the professional activities of representatives of different
professions, scientific activities, and personal life. In
particular, the scope of application of OSTIS technology
has expanded [1].

Integration of OSTIS Technology with third-party
services based on neural networks allows you to create
universal components adapted to reuse. Thus, for example,
when using ChatGPT, it becomes possible not only to
get an answer to a given question, but also to save it by
formalization, that is, writing on SC-code [2], thereby
replenishing the global knowledge base. After that, the
system using this knowledge base will be able to process
the information received to solve other tasks [3].

Thus, when integrated with ChatGPT or its analogues,
the Nika dialog platform, operating on the basis of OSTIS,
can access the advantages of dialog systems representing
a neural network, while maintaining the advantages of
OSTIS.

ChatGPT can also generate insufficiently correct re-
sponses. If the user does not have enough knowledge in
the field of the question being asked, then it is almost
impossible to distinguish truth from lies in the neural
network response. This reduces the quality of work
with the service and its capabilities. The integration of
ChatGPT with OSTIS allows you to identify incorrect
information in the responses of the service.

The task of integrating ChatGPT with OSTIS, namely
the Nika dialog system, has already been solved. However,
OSTIS Technology can be integrated with services of

completely different orientation [1], working on the basis
of neural networks. Thus, it is possible to optimize their
work, expand functionality, and reduce the number of
shortcomings [4].

II. OVERVIEW OF EXISTING APPROACHES

The possibility of integration is demonstrated by the
example of to creating a meeting protocol. To do this, the
tasks of transcription and summarization will be solved.
To convert an audio recording into a text format, there
are many services based on neural networks. One of the
available services is Whisper from OpenAl.

Whisper is an Automatic Speech Recognition (ASR)
system trained on more than 650 thousand hours of
multilingual and multitasking controlled data collected
from the Internet. The developers of the service note that
using such a large and diverse data set leads to increased
resistance to accents, background noise and technical
language. In addition, Whisper allows you to perform
transcription in several languages, as well as translation
from these languages into English.

Whisper is built on the transformer architecture, stack-
ing encoder blocks and decoder blocks with the attention
mechanism propagating information between both. It
will take the audio recording, split it into 30-second
chunks and process them one by one. For each 30-second
recording, it will encode the audio using the encoder
section and save the position of each word said, and
leverage this encoded information to find what was said
using the decoder.

The decoder will predict what user call tokens from all
this information, which are basically each words being
said. Then, it will repeat this process for the next word
using all the same information as well as the predicted
previous word, helping it guess the next one that would
make more sense.

The overall architecture is a classic encoder-decoder
that is similar to GPT-3 and other language models.
OpenAl open-sourced their code and everything instead
of an API, so everyone can use Whisper as a pre-trained
foundation architecture to build upon and create more
powerful models for his necessities.
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Figure 1. Whisper architecture [5]

Transcription of audio into text takes place in several
stages. The audio signal that is recorded on the device may
contain noises, echoes, pauses and other acoustic features
that make speech recognition difficult. Therefore, before
transcription, the audio signal passes through various
filters and noise reduction algorithms that allow you to
get a cleaner sound.

After preprocessing the audio signal, speech recog-
nition algorithms are superimposed on it. Usually these
algorithms are based on neural networks that are trained to
recognize speech in different conditions. These networks
are used to recognize phonemes, words and phrases in
audio.

After the neural network recognizes speech in audio,
it matches the received phrases with the text. Usually,
matching algorithms are used for this, which find the most
suitable variants of recognized phrases for each section
of audio.
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Figure 2. Whisper multitasking format [6]

Neural networks cannot always correctly recognize
speech in audio, so Whisper uses various error-handling
algorithms that allow you to correct recognition errors
and improve the quality of transcription. The end result
is a textual representation of audio that can be used
for various tasks, such as content search and analysis,
automatic transcriptions, and subtitle creation.

The amount of pre-training speech recognition data
for a given language is very predictive of zero-shot
performance on that language in Fleurs.

For small models, performance on English speech
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Figure 3. Correlation of pre-training supervision amount with down-
stream speech recognition performance [6]
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Figure 4. Multitask and multilingual transfer improves with scale [6]

recogni- tion degrades when trained jointly in a mul-
titask and multilingual setup. However, multilingual and
multitask models benefit more from scale and eventually
outperform models trained on English data only. At the
4-th picture 95 percents bootstrap estimate confidence
intervals are shown [6].

Another problem is creating an output from the existing
text version of the meeting. This will help to create a
meeting protocol.

Text Summarization is a natural language processing
(NLP) task that involves condensing a lengthy text
document into a shorter, more compact version while still
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retaining the most important information and meaning.
The goal is to produce a summary that accurately
represents the content of the original text in a concise
form.

During training, the neural network learns to identify
important phrases, sentences, and ideas in the full-length
text, and generate a shorter summary that accurately
captures the main points.

There are different approaches to text summarization,
including extractive methods that identify and extract im-
portant sentences or phrases from the text, and abstractive
methods that generate new text based on the content of
the original text.

One approach for text summarization is to use an
encoder-decoder architecture with an attention mechanism.
The encoder takes in the full-length text and encodes it
into a fixed-length vector representation. The decoder then
generates the summary based on this encoded representa-
tion. The attention mechanism allows the decoder to focus
on the most important parts of the encoded representation
while generating the summary.

A major limitation of this network is its incapacity to
extract significant contextual connections from extended
semantic sentences. When a lengthy text contains contex-
tual relationships within its substrings, the basic seq2seq
model cannot recognize those contexts. As a result, the
model’s performance is somewhat compromised, leading
to reduced accuracy.
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Figure 5. Encoder-decoder model [7]

The encoder network extracts or obtain features from
input data and products internal state vector or context
vectors, which summarizes the input sequence. In STM
networks, these vectors are referred to as hidden state
and cell state vectors. The decoder network interprets the
context vector produced by the encoder and generates the
output sequence. The final call of the encoder produces
the context vector that serves as the input to the first call
of the decoder network. The decoder then use this context
vector along with the initial states to start generating the
output sequence, and the outputs are considered for future
predictions.

Attention is a type of enhancement to the current
sequence-to-sequence network that addresses its limita-
tions. It derives its name from its ability to highlight
important parts of a sequence. By considering only a
few relevant items in the input sequence, the output
sequence becomes conditional and is guided by weighted
constraints. These constraints are the contexts that receive
attention, which are subsequently used for training and
predicting the desired results.

ATIENTION SCones

Encoder

[
| | M B m
Encoaer : eneoder || ancoser ;‘l ::" ! veoder W oeccse M Decodser
RNN NN L) i 1 L) 5 N 5 NN
1 2 3| i b
| . 1
eSS
i . . - e
S e ——

Decoder

S0 s

eCOo0E

Figure 7. Attention model [7]

The attention-based sequence-to-sequence model re-
quires considerable computational power, but its perfor-
mance is superior to that of the traditional sequence-to-
sequence model. Additionally, the model can demonstrate
how attention is focused on the input sequence when
predicting the output sequence. This is helpful in com-
prehending and identifying the specific input-output pairs
and the extent to which the model considers them.

The model aims to create a context vector that is
tailored for each output time step by selectively filtering
the input sequence [7].

Another approach is to use reinforcement learning,
where the neural network is trained to generate summaries
that maximize a reward function based on the quality of
the summary. This approach can be useful when there is
not enough labeled data available for supervised learning
[8].

The key to neural network text summarization is in
finding a balance between generating a summary that is
short and concise while still accurately conveying the
main ideas of the full-length text.
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Figure 8. Rainforest learning model [8]

It doesn’t matter which service to choose for sum-
marization. But one of the most convenient services —
ReText.Al. ReText.AI’s summarization feature can help
shorten text content while preserving its meaning. It
can create shorter descriptions or summaries, simplify
complex information for easier comprehension, and adapt
the text to social networks, saving authors time and
increasing productivity.

III. PROPOSED APPROACH

The purpose of the work is to expand the functionality,
increase the possibilities, ways of using the meeting
protocol, find the best solution and optimize the process
of finding errors and inaccuracies of the result.

One of the options for achieving the goals mentioned
above is integration with OSTIS Technology. This way
the meeting is presented in the knowledge base, its
specification necessarily includes information about the
participants, the start and end time of the meeting, the
topic of the meeting, as well as an audio recording of
the meeting is stored in the form of an ostis-system file.
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Figure 9. Text format of the meeting recording in SCg

To solve the problem under consideration, the OSTIS-
system problem solver applied a strategy for decomposing
the problem into subtasks. Further, problem solver an-
alyzed that for summarization it is necessary to obtain
a natural-language representation of the meeting in a
text format and then use a summarization agent for it.
Therefore, the speech-to-text translation agent is called.
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Figure 10. Speech-to-text translation agent input
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Figure 11. Speech-to-text translation agent output

The audio recording of the meeting is transcribed into
a text format using the Whisper service. Next, a structure
is formed in the knowledge base that connects the same
meeting sign with its different external representations,
that is, audio and text. Thus, from the audio format at
the input, a text format at the output is obtained.

Thus, the task of transcription is solved. Further, to
obtain the minutes of meetings, it is necessary to solve the
summarization problem. To do this, the summarization
agent is called. Summarization agent is the code that
accesses the service and immerses its response into the
knowledge base of the OSTIS system. The input for the
service is also taken from the knowledge base, that is, the
input is the result of solving the task of transcribing using
the Whisper service and translating the audio recording
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of the meeting into the text format.

The text received from the audio recording is fed to
the input of the summarization agent. And the result of
the agent’s work is a text reduced to the specified number
of words. Which, at the same time, retains its meaning.
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Figure 12. Speech-to-text translation agent
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In fact, the above actions occur with knowledge base
constructs, and text and sound are done only by NLP
agents. NLP agents are natural language processing agents,
computer programs that are designed to understand and
respond to natural language input. These agents use a com-
bination of techniques from computer science, linguistics,
and artificial intelligence to analyze and interpret human
language. NLP agents can be used in a wide range of
applications, such as chatbots, virtual assistants, language
translators, speech recognition systems, and sentiment
analysis tools. These agents can help automate tasks,
provide personalized recommendations, and improve the
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Figure 14. Summarization agent output

overall user experience by allowing humans to interact
with technology in a more natural way.

NLP agents typically involve a combination of several
components, including speech recognition, natural lan-
guage understanding, natural language generation, and
dialogue management. These components work together
to enable the agent to understand and respond to human
language input in a meaningful way.

Everything that is developed using OSTIS technology
should be presented, first of all, in the form of knowledge
base constructions, that is, described in SC-code. Includ-
ing the meaning of the text and sound. And only then, in
order to display the already processed information to the
user, a natural language interface is used, that is, NLP.
The text-to-speech translation agent is a classic NLP task,
as is text-to-speech translation.
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Figure 15. SCg-result of making a call protocol

OSTIS technology in the creation of a meeting protocol
allows user to integrate various problem-solving models,
achieve compatibility, effectively use knowledge bases
to solve transcription and summarization tasks. OSTIS
makes it possible not only to summarize the results of
the meeting, but also to highlight the meaning of what
was said during the meeting, process the context, analyze
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the content, identify problem areas and contradictions,
and offer solutions to them [9].

This will bring the use of the developed meeting
protocol to a new level, because the data will be stored in a
single OSTIS memory [10]. Thus, any OSTIS application
will have access to them, will be able to use and explain.
Such a system will be easy to integrate with other neural
networks, expand the functionality by using and reusing
existing developments.

IV. CONCLUSION

The paper proposes one of the solutions for keeping
minutes of meetings based on solving the problems of
transcription and summarization. The article describes the
existing approaches to solving such problems, and also
offers a solution for integrating existing approaches with
OSTIS Technology, the advantages of such a solution are
marked.

The results obtained will allow not only to get a brief
conclusion from the meeting, but also to create an intel-
ligent system based on the knowledge base. The ready-
made system allows to highlight the meaning of what
was said during the meeting, process the content, analyze
the content, identify problem areas and contradictions,
and offer solutions to them.

After the project is implemented, OSTIS allows you to
reuse the received solutions in other tasks and projects.
And also, integrate the system with other applications.
As a result, all applications developed on the basis of
OSTIS technology have access to a common knowledge
base.
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Nurerpanus Texnonorun OSTIS co
croposnnmu NLP cepBucamu

Yepkac E. O., Kyno A. H.

JlaHHas cTaThs MOCBsIIEHa WHTerpanuu TexHoIorun
OSTIS co cTOpoHHMMHU CepBHCaMH, PadOTAIINMHU Ha
6a3e HelpOHHbIX ceTeil. B kauecTBe nprMepa UHTErpaluu
paccMaTpuBaeTcs 3aJava BeeHUs IPOTOKOJIA COBEIaHU,
pellieHne KOTOpPOHW OCHOBaHO Ha TPaHCKPUOMPOBAHUU
n cymmapmsaimu. TpaHcKpuOalusl OCyIIECTBIsIETCS C
nomoIipio ceppuca Whisper, cymMmmapuszanusi — retext.ai.
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