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Abstract—The development of artificial intelligence sys-
tems, associated with the transition to working with
knowledge bases instead of data, requires the formation of
new approaches to ensuring information security systems.
The article is devoted to the review of approaches and
principles of ensuring security in intelligent systems of
the new generation. The current state of methods and
means of ensuring information security in intelligent systems
is considered and the main goals and directions for
the development of information security ostis-systems are
formed. The information security methods presented in the
article are extremely important when designing the ostis-
systems security system and analyzing their security level.
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I. INTRODUCTION

A wide variety of information security models, the
growing amount of data that needs to be analyzed to
detect attacks on information systems, the variability of
attack methods and the dynamic change in protected
information systems, the need for a rapid response to
attacks, the fuzziness of the criteria for detecting attacks
and the choice of methods and means of responding to
them, the lack of highly qualified security specialists
entails the need to use artificial intelligence methods to
solve security problems.

II. THE SPECIFICS OF ENSURING INFORMATION
SECURITY OF INTELLIGENT SYSTEMS OF A NEW
GENERATION

Information security of intelligent systems should be
considered from two points of view:
« application of artificial intelligence in information
security;
« organization of information security in intelligent
systems.
The use of artificial intelligence in information
security
Artificial intelligence is actively used to monitor and
analyze security vulnerabilities in information transmis-
sion networks [1]. The artificial intelligence system allows
machines to perform tasks more efficiently, such as:
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« visual perception, speech recognition, decision mak-
ing and translation from one language to another;

« invasion detection - artificial intelligence can detect
network attacks, malware infections and other cyber
threats;

« cyber analytics - artificial intelligence is also used
to analyze big data in order to identify patterns and
anomalies in the organization’s cyber security system
in order to detect not only known, but also unknown
threats;

« secure software development - artificial intelligence
can help create more secure software by providing
real-time feedback to developers.

Artificial intelligence is used not only for protection,
but also for attack, for example, to emulate acoustic,
video and other images in order to deceive authentication
mechanisms and further impersonation, deceive checking
a person or robot capcha, etc.

Currently, it is possible to define the following classes
of systems in which artificial intelligence is used [2]:

« UEBA (User and Entity Behavior Analytics) —
a system for analyzing the behavior of subjects
(users, programs, agents, etc.) in order to detect non-
standard behavior and use them to detect potential
threats using threat templates (patterns);

o IP (Threat Intelligence Platform) — platforms for
early detection of threats based on the collection
and analysis of information from indicators of
compromise and response to them. The use of
machine learning methods increases the efficiency
of detecting unknown threats at an early stage;

« EDR (Endpoint Detection and Response) — attack
detection systems for rapid response at the end
points of a computer network. Can detect malware,
automatically classify threats and respond to them
independently;

o SIEM (Security Information and EventManagement)
— systems for collecting and analyzing information
about security events from network devices and
applications in real time and alerts;

« NDR (Network Detection and Response) — sys-

305



tems for detecting attacks at the network level
and promptly responding to them. AI uses the
accumulated statistics and knowledge base about

threats;
¢ SOAR (Security Orchestration and Automated Re-
sponse) — systems that allow you to identify

information security threats and automate incident
response. In solutions of this type, unlike SIEM
systems, Al helps not only to analyze, but also
automatically respond appropriately to identified
threats;

e Application Security — systems that allow you
to identify threats to the security of application
applications, manage the process of monitoring and
eliminating such threats;

o Antifraud — platforms detect threats in business
processes and fraudulent transactions in real time.
Al is used to identify deviations from identified
business processes in order to detect intrusions or
process vulnerabilities and increase adaptability to
changing business process logic and metrics.

The paper [3] proposes a method for constructing a
neuroimmune system for analyzing information security
incidents that combines data collection and storage (com-
pression) modules, an information security event analysis
and correlation module, and a network attack detection
subsystem based on convolutional neural networks. The
use of machine learning technologies in information
security creates bottlenecks and system vulnerabilities
that can be exploited and has the following disadvantages

[4]:

« data sets that must be formed from a significant
number of input samples, which requires a lot of
time and resources;

o requires a huge amount of resources, including
memory, data and computing power;

« frequent false positives that disrupt the operation and
generally reduce the effectiveness of such systems;

« organized attacks based on artificial intelligence
(semantic viruses).

Organization of information security in intelligent
systems of a new generation

Let’s define the goals of ensuring the information
security of new generation systems.

From the monograph [5] the objectives of ensuring the
information security of traditional intelligent systems are:

« ensuring the confidentiality of information in accor-
dance with the classification;

« ensuring the integrity of information at all stages
of related processes (creation, processing, storage,
transfer and destruction) in the provision of public
services;

o ensuring timely availability of information in the
provision of public services;

« ensuring observability aimed at capturing any activity
of users and processes;

« ensuring the authenticity and impossibility of refusal
of transactions and actions performed by participants
in the provision of public services;

« accounting for all processes and events related to the
input, processing, storage, provision and destruction
of data.

Since intelligent systems of the new generation will
interact with similar systems while understanding what
the request is about, the goals of the provision will look
different. The goals of ensuring the information security
of new generation intelligent systems are:

« ensuring the safety of the semantic compatibility of
information;

« protection of reliability and integrity of information;

o ensuring the availability of information at different
levels of the intellectual system;

« minimization of damage from events that pose a
threat to information security.

Currently, classical approaches and principles have
been developed to ensure the security of knowledge bases
(data), communication interfaces (information exchange)
between the components of intelligent systems, such as
encryption of transmitted data, filtering of unnecessary
(redundant) content, and data access control policy.

The information security system should be created on
the following principles:

« the principle of equal strength - means ensuring
the protection of equipment, software and control
systems from all types of threats;

« the principle of continuity - provides for continuous
security of information resources of the system for
the continuous provision of public services;

« the principle of reasonable sufficiency - means the
application of such measures and means of protection
that are reasonable, rational and the costs of which
do not exceed the cost of the consequences of
information security violations;

« the principle of complexity - to ensure security in
all the variety of structural elements, threats and
channels of unauthorized access, all types and forms
of protection must be applied in full;

« the principle of comprehensive verification - is to
conduct special studies and inspections, special engi-
neering analysis of equipment, verification studies of
software. Emergency messages and error parameters
should be continuously monitored, hardware and
software equipment should be constantly tested,
as well as software integrity control, both during
software loading and during operation;

« the principle of reliability - methods, means and
forms of protection must reliably block all pene-
tration routes and possible channels of information
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leakage; for this, duplication of means and security
measures is allowed;

« the principle of universality - security measures
should block the path of threats, regardless of the
place of their possible impact;

« the principle of planning — planning should be carried
out by developing detailed action plans to ensure
the information security of all components of the
system for the provision of public services;

o the principle of centralized management — within
a certain structure, the organized and functional
independence of the process of ensuring security in
the provision of public services should be ensured;

« the principle of purposefulness — it is necessary to
protect what must be protected in the interests of a
specific goal,

« the principle of activity - protective measures to
ensure the safety of the service delivery process
must be implemented with a sufficient degree of
persistence;

o the principle of service personnel qualification —
maintenance of equipment should be carried out
by employees who are trained not only in the
operation of equipment, but also in technical issues
of information security;

« the principle of responsibility - the responsibility
for ensuring information security must be clearly
established, transferred to the appropriate personnel
and approved by all participants as part of the
information security process.

III. THE PRINCIPLES UNDERLYING THE INFORMATION

SECURITY OF OSTIS SYSTEMS

The OSTIS ecosystem is a collective of interacting:

e oOstis-systems;

« users of ostis systems (end users and developers);

« other computer systems that are not ostis-systems,
but are additional information resources or services
for them.

The core of OSTIS technology includes the following

components:

« semantic knowledge base OSTIS, which can describe
any kind of knowledge, while it can be easily
supplemented with new types of knowledge;

e OSTIS problem solver based on multi-agent ap-
proach. This approach makes it easy to integrate
and combine any problem solving models;

« ostis-system interface, which is a subsystem with its
own knowledge base and problem solver.

The presented architecture of the OSTIS Ecosystem

implements:

« all knowledge bases are united into the Global
Knowledge Base, the quality of which (logicality,
correctness, integrity) is constantly checked by many
agents. All problems are described in a single

knowledge base, and specialists are involved to
eliminate them, if necessary;

« cach application associated with the OSTIS Ecosys-
tem has access to the latest version of all major
OSTIS components, components are updated auto-
matically;

« each owner of the OSTIS Ecosystem application can
share a part of their knowledge for a fee or for free.

It is important to note that information security is
closely related to the architecture of the built system: a
well-designed and well-managed system is more difficult
to hack. Therefore, it is very important to develop an
information security system at the stage of designing
the architecture and structure of a future next-generation
intelligent system.

The OSTIS Ecosystem is a community where ostis
systems and users interact, where rules must be estab-
lished and controlled. Illegal and destabilizing actions by
all members of the community should not be allowed.
The user cannot directly interact with other ostis systems,
but only through a personal agent. This agent stores all
personal data of the user and access to them should be
limited.

In the OSTIS Ecosystem, all agents must be identified.
It should be noted that the personal user agent in the
Ecosystem solves the problem of identifying the user
himself.

In the considered OSTIS Ecosystem, it is required to
organize information security at each of the levels of
interaction: data exchange, data access rights, authenti-
cation of Ecosystem clients, data encryption, obtaining
data from open sources, ensuring the reliability and
integrity of stored and transmitted data, monitoring the
violation of communications in knowledge base, tracking
vulnerabilities in the system.

threat in ostis-system

D threat. breach of confidentiality of information

= explanation™:

[unauthorized access to read information]

violation of the integrity of information

explanation™:

[unauthorized or erroneous change, distor-
tion or destruction of information, as well
as unauthorized impact on technical and
software information processing tools]

D threat. accessibility violation

explanation™:

[blocking access to the system, its individ-
ual components, functions or information,
as well as the impossibility of obtaining
information in a timely manner (unaccept-
able delays in obtaining information)]

violation of semantic compatibility

explanation™:

D threat.
=

D) threat.
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Figure 1. OSTIS Ecosystem Architecture

[violation of the generality of concepts and
in the generality of basic knowledge]

D threat. destruction of knowledge base semantics
(semantic viruses)
= explanation™:

[substitution or removal of nodes and links
between them in the knowledge base]

D) threat. excessive amount of incoming information
D threat. breach of non-repudiation
= explanation™:

[issuance of unauthorized actions as legal,
as well as concealment or substitution of
information about the actions of subjects]

D threat. breach of accountability
= explanation™:

[unauthorized or erroneous change, distor-
tion or destruction of information about
the performance of actions by the subject]

D threat. violation of authenticity (authenticity)
= explanation™:

[performing actions in the system on behalf
of another person or issuing unreliable
resources (including data) as genuine]

D threat. breach of credibility
= explanation™:

[intentional or unintentional provision and
use of erroneous (incorrect) or irrelevant
(at a specific point in time) information, as
well as the implementation of procedures
in violation of the regulations (protocol)]

Let’s present the main directions of ensuring the
information security of ostis-systems to prevent emerging
threats:

o limitation of information traffic analyzed by the

intelligent system;

« policy of differentiation of access to the knowledge

base;

e connectivity;

« introduction of semantic metrics;

« semantic compatibility;

e activity.

It should be noted that at the design stage of the
OSTIS technology itself, the basic principles of ensuring
information security were already laid down as part of
the design of individual components of the system. So
already initially, support for semantic compatibility and
cohesion is provided in ostis systems due to the system’s
ability to detect malicious processes in the knowledge
base.

Restriction of information traffic analyzed by the
intelligent system

The exponential growth of the volume of information
circulating in information flows and resources under the
conditions of well-defined quantitative restrictions on
the capabilities of the means of its perception, storage,
transmission and transformation forms a new class of in-
formation security threats characterized by the redundancy
of the total incoming information traffic of intelligent
systems.

As a result, the overflow of information resources of
an intelligent system with redundant information can
provoke the spread of distorted (destructive semantic)
information. The general methodology for protecting
intelligent systems from excessive information traffic is
carried out through the use of axiological filters that
implement the functions of numerical assessment of the
value of incoming information, selection of the most
valuable and screening (filtering) of less valuable (useless
or harmful) using well-defined criteria.
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Active means of destroying the semantics of knowledge
bases (semantic viruses) should also be singled out as a
separate category of information security threats [6].

Knowledge base access control policy

Mandatory access control (MAC) is based on manda-
tory (forced) access control, which is determined by
four conditions: all subjects and objects of the system
are identified; a lattice of information security levels is
specified; each object of the system is assigned a security
level that determines the importance of the information
contained in it; each subject of the system is assigned an
access level that determines the level of trust in him in
the intellectual system. In addition, the mandate policy
has a higher degree of reliability. The implementation
of this policy is based on the developed algorithm for
determining the agreed security levels for all elements of
the ontology.

Since semantic knowledge bases, unlike a relational
database, allow executing rules for obtaining logical
conclusions, it is relevant to ensure data security by
developing algorithms and methods that can only receive
data that have security levels less than the access levels
of the subjects who requested them [7].

Connectivity

All information stored in the semantic memory of
the intelligent system is systematized in the form of a
single knowledge base. Such information includes directly
processed knowledge, interpreted programs, formulations
of tasks to be solved, plans and protocols for solving prob-
lems, information about users, a description of the syntax
and semantics of external languages, a description of the
user interface, and much more [8]. In the information
knowledge base between fragments of information (units
of information), the possibility of establishing links of
various types should be provided. First of all, these links
can characterize the relationship between information
units. Violation of connections leads to an incorrect
logical conclusion, or to obtaining false knowledge, or
to incompatibility of knowledge in the base.

Introduction of semantic metric

On a set of information units, in some cases it is useful
to set a relation that characterizes the semantic proximity
of information units, i.e. the force of the associative
connection between information units [9]. It could be
called the relevance relation for information units. This
attitude makes it possible to single out some typical
situations in the knowledge base. The relevance relation
when working with information units allows you to find
knowledge that is close to what has already been found.

Semantic Compatibility

Internal semantic compatibility between the compo-
nents of an intelligent computer system (i.e., the maximum
possible introduction of common, coinciding concepts for
various fragments of a stored knowledge base), which
is a form of convergence and deep integration within

an intelligent computer system for various types of
knowledge and various problem solving models, which
ensures effective implementation of the multimodality
of an intelligent computer system. External semantic
compatibility between various intelligent computer sys-
tems, which is expressed not only in the commonality of
the concepts used, but also in the commonality of basic
knowledge and is a necessary condition for ensuring a
high level of socialization of intelligent computer systems
[10].

Activity

In an intellectual system, the knowledge available in
this system contributes to the actualization of certain
actions. Thus, the execution of activities in an intelligent
system should be initiated by the current state of the
knowledge base. The appearance in the database of facts
or descriptions of events, the establishment of links
can become a source of system activity [11]. Including
deliberate distortion of information and connections can
become a source of deliberate distortion of information.

For new generation intelligent systems, there are a
number of aspects that require the development of new
algorithms and methods for ensuring information security
in addition to existing mechanisms:

« multi-level access to individual parts of the knowl-
edge base, as information can be public, personal,
confidential;

« monitoring of changes in the meanings of words over
time, as well as the meanings of translation from a
foreign language that may influence decisions;

« protection against unauthorized use by using cryp-
tosemantic ciphers;

« constant monitoring of vulnerabilities in the system;

o logging of actions (interactions) of the system.

To solve the tasks set, an expert ostis system can be
used, which is capable of detecting abuses and anomalies
in the behavior of all participants in the OSTIS Ecosystem
based on continuous monitoring and the introduction of
protocols for the interactions of participants.

The creation and application of expert systems is one
of the important stages in the development of information
technology and information security [12]. Accordingly,
the solution to the problems of ensuring information
security can be obtained based on the use of expert
systems:

« it becomes possible to solve complex problems with
the involvement of a new mathematical apparatus
specially developed for these purposes (semantic
networks, frames, fuzzy logic);

« the use of expert systems can significantly improve
the efficiency, quality and efficiency of decisions
through the accumulation of knowledge.

IV. CONCLUSION

For effective information protection of the system at
the present stage, a symbiosis of traditional technologies
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and technologies implemented within the framework of
OSTIS is required. It should also be noted that ensuring
information security based on OSTIS technology is
much easier, because many aspects have already been
implemented at the design stage of the technology itself.
It is important to note that a new generation intelligent
information system is an independent entity that can
consciously, purposefully and constantly take care of
itself, including its own security.
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O6ecneyenne nHGPOPMAIHOHHO
oe3onacuoct Jxocucremnsl OSTIS

Yeprros B. M., 3axapos B. B.

Bonbinoe pasnooOpasue Mozesneit obecrieuerns uapop-
MAaIMOHHON OE30IMaCHOCTH, BCE BO3PACTAIIMI 00BeM
JaHHBIX, KOTOPBIE HEOOXOIMMO aHAIM3UPOBATH 1151 OOHAPY-
KESHHsI aTak Ha MH(OPMAIMOHHbIE CHCTEMBI, H3MEHYHBOCTD
METOJIOB aTaK M JUHAMUYECKOE U3MECHEHHE 3allUIAeMbIX
UH(OPMAIMOHHBIX CHCTEM, HEOOXOIUMOCTH OTIEPATHBHOTO
pearupoBaHus Ha ATaKH, HEYETKOCTh KPUTEPHEB OOHAPY-
JKEHMsI aTaK U BHIOOpPA METOIOB M CPEACTB PearupoBaHMUs
Ha HUX, HEXBATKa BBICOKOKBaﬂHq)I/IL[I/IpOBaHHI)IX Ccrienu-
INCTOB 10 3al[UTE BJEYeT 3a COOON MOTpeGHOCTb B
HCIIO/Ib30BAHIM METOJOB UCKYCCTBEHHOTO MHTEIUIEKTA JIs
peleHus 3a1a4 6e30MaCHOCTH.

B crarhe paccMOTpEeHBI MOAXOABI K HCIOIb30BAHUIO
MCKYCCTBEHHOTO MHTEJUIEKTa [Is1 OOecreveHus1 Oe3omac-
HOCTH TPAAMLIMOHHBIX MH(OPMAILMOHHBIX CHCTEM, OCO-
6eHHOCTH OOecreueHrst MH(OPMAaIMOHHOI 6€30MacHOCTH
MHTEJUIEKTYaIbHBIX CHCTEM HOBOT'O TIOKOJICHHSI i OCHOBHBIE
YIPO3BI U MPUHIIUIIBL, JISKAIINE B OCHOBE 0OECIICUEeHHUsT
MH(pOPMAIIMOHHON GE30IIaCHOCTH OStiS-CHCTEM.
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