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I. INTRODUCTION

Nowadays, more and more organizations are exposed
to cyberattacks. In order to reduce the impact of cyber
attacks on the organization, it is necessary to assess
information security risks. Although there are different
approaches to assessing these risks, all methods require
human involvement in any case.

The purpose of a risk assessment system is to establish
an objective measurement of the level of risk that allows
organizations to understand the business risks associated
with critical information and assets, both qualitatively
and quantitatively. Ultimately, risk assessment systems
provide the tools necessary to make business decisions
regarding investments in people, processes, and technol-
ogy in order to reduce risk to an acceptable level.

This paper presents an overview of various current
methodologies and models for information security risk
assessment (ISRA). Particular attention is paid to game-
theoretic and probabilistic-graphic methods and the con-
struction of a semantic model of risk assessment, de-
pending on the mathematical method used. The purpose
of this article is to establish the rules of assessment, the
objectives for the actors involved, the terminology used
to describe risk, and the quantitative and qualification
criteria [1]. In addition, the risk assessment methodology
allows the comparison of risk degrees and defines the
documentation to be collected and prepared based on the
results of the assessment and follow-up.

II. CLASSIC SECURITY RISK ASSESSMENT
METHODOLOGIES

To determine the necessary evaluation criteria, let’s
review the international standards related to risk assess-
ment and use them to formulate the necessary criteria for
assessing information security risks.
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A. ISO 31000

ISO 31000 is a security risk assessment standard
whose universal approach makes it applicable to a wide
range of organizations and systems, regardless of their
type or size [2].

The ISO 31000 process consists of several steps, as
shown “Fig. 1.
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Figure 1. Risk management process.

Let’s define each step:

« Establishing the context. This step identifies the
internal and external contexts. The internal con-
text defines the management, organizational struc-
ture, processes, roles and responsibilities, policies,
project objectives, assets and other characteristics
of the organization. The external context includes
social, cultural, political, legal, regulatory, financial,
technological, economic and natural aspects. They
are used to build an understanding of the interests
of stakeholders inside and outside the organization,
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determine the purpose of the risk assessment, and
identify risk criteria (what risks to consider and how
to assess them).

o Risk Assessment. This step involves a complete pro-
cess of risk identification, analysis, and assessment.
Risk identification - defines sources of risk, areas
of influence, risk events and their consequences.
The main result of this part is a list of all possi-
ble risks. The next step is risk analysis. For each
item of the list the corresponding probability of
occurrence and potential consequences (impact) is
defined. Risk analysis focuses on identifying risk
sources, communicating with stakeholders to gather
the information needed to make a decision, and
evaluating risks against risk criteria. Risk analysis
can be quantitative, semi-quantitative or qualitative
in nature. During the assessment phase, risks are
ranked for further processing.

« Risk treatment. This step involves selecting and im-
plementing one or more options to change (mitigate)
risks. ISO 31000 identifies a number of possible
strategies that include deploying additional safety
controls, shifting responsibility for risk mitigation
to other organizations, changing the specifics of the
organization, and accepting risk as it is. Each step
of the assessment should involve communication
with stakeholders and subject matter experts. The
approach is considered iterative and should be re-
peated periodically.

ISO 31000 offers a high-level description of the process.
This level of precision allows it to be adopted for a
large number of different systems/organizations. How-
ever, most of the process steps are not detailed and rely
solely on stakeholder decision-making and peer review.
This standard does not contain any explicit suggestions
for possible automation of the decision-making process
at each step, nor does it define how to quantify risks. The
standard assumes that the relevant relationships between
systems and possible post-attack consequences must be
taken into account in the risk assessment. However, the
standard does not provide a clear procedure or algorithm
to be followed.

B. ISO 27005

ISO 27005 [1] belongs to the ISO 27000 family of
standards and is an extended risk management process
that is specifically adapted to information security re-
quirements. The standard itself contains a description of
the ISRA process, which is still applicable in informa-
tion security and infrastructure security. The ISO 27005
process itself is shown in “Fig. 2”. The first step of
the analysis is to establish the context. It identifies the
following objects of analysis:

o Definition of impact criteria, such as financial, hu-
man or reputational losses. Impact criteria may vary
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Figure 2. Information security risk management process.

depending on the specifics of the protected system
and are defined as real parameters describing the
level of damage caused. The usual range of impact
criteria is from O to 5, where the scale is determined
by the security personnel conducting the analysis.

o Defining the scope, which is the organization’s
overall view of the assets to be protected. Assets can
be both tangible (buildings, computers or personnel)
and intangible (data, functions).

o If the assessment is planned as part of some standard
process within the organization, it is important to
identify the unit responsible for carrying it out.

The next step in the analysis is the risk assessment, which
has three parts.

o Risk identification examines what incidents are
likely to occur and which ones will result in a
loss. This includes both those incidents that are
under the organization’s control and those that are
based on external influences. Identifying possible
threats includes listing critical system assets (which
can be tangible or intangible); identifying major
vulnerabilities and how they are exploited; creat-
ing a set of possible “controls,” that is, means
to mitigate or prevent an attack; identifying the
various types of consequences of an attack, such as
money, reputation, human loss, or any other relevant
criteria.

o Risk analysis analyzes threats in terms of their
probability of occurrence and numerically evaluates
them against a set of criteria defined in the pre-
vious step. Risk analysis can be either qualitative
or quantitative, depending on the type of criterion
under consideration. For example, some criteria can
be defined as an exact numerical value or range
of values (financial losses), some criteria can be
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characterized using descriptive scales (e.g., “low,
“medium,” ’high”). Probability assessment looks at
how often a particular threat is likely to occur and
how easily the vulnerabilities associated with it can
be exploited; it is conducted by experts in the field
using an event log.

o The risk assessment re-examines the list of threats
given the assessed criteria and probabilities. Based
on the expert assessment, risks are ranked and a list
of priority threats is compiled.

The next step in the process is risk treatment, described
as a complex step consisting of four possible options:
risk modification, risk retention, risk avoidance, and risk
sharing. These options are not mutually exclusive; a
combination of strategies is possible. Risk modification
involves choosing (new) controls to reduce risk. This
decision must be made in the light of available resources.
The remaining strategies identify different measures to
transfer responsibility for handling risk to another strat-
egy or to accept low-impact risks as they are.

The final step in the analysis is risk acceptance, where
all identified risks are reassessed against the chosen treat-
ment strategies and accepted or not based on residuals
(estimated exposure levels after treatment). ISO 27005
provides a high-level risk assessment algorithm and
defines the vocabulary and basic elements of the ISRA
process. It is more detailed than ISO 31000, defining
the exact types of entities to be analyzed during the
contextualization phase. However, it does not define a
meaningful approach for quantifying risks - the stan-
dard relies heavily on expert judgment at each stage
of analysis and provides no suggestions or guidance
for detailed formalization of attacks or any means for
automating decision-making during risk identification
and risk analysis. identification and risk analysis.

III. ISRA CRITERIA

Based on the international standards considered, the
following features can be identified, which are important
for the assumed mathematical model of ISRA. The
described criteria are considered as necessary conditions,
for simplicity of simplification of experts in the field of
ISRA.

1. General description of the system. The approach
must be applicable to any type of system and must inter-
act with heterogeneous entities, which can be adjusted
according to the information security expert’s area of
interest.

2. General descriptions of attacks. The approach
should allow the description of arbitrary threat scenarios
and attack types. Attacks can be interdependent, and the
scenario can include several stages of development.

3. Versatility of protection description. The approach
must be capable of implementing a variety of information
security controls and information protection tools.

This list is not necessarily sufficient for a quality
ISRA. However, meeting these requirements will allow
the model to be technically applied to ISRA problems.
Many additional constraints and requirements can be
added, such as the need to explicitly model sequential
countermeasures, deflect simultaneous attacks, and con-
sider different types of exposure. Fulfilling these criteria
will require a certain level of simplification compared
to models that consider specific attacks on a particular
system. In addition to defining the modeling criteria, it
is necessary to describe the specific application of the
model being developed (i.e., the group of end users and
the qualifications required). The end users of the model
are information security personnel and specialists who
perform ISRA.

IV. ISRA MATHEMATICAL METHODS

The mathematical methods used for ISRA are diverse.
They cover a wide range of methods, including formal-
ized techniques [3], evolving into intermediate expert as-
sessments with supporting formal structures (e.g., attack
trees and correlation diagrams), [4] and converging to
fully expert decision tree methods used to classify or
quantify security levels.

A. Main Families of Models

The main methods of applied mathematics in the field
of ISRA are: big data analysis and statistical learning,
algorithms of operations research and statistical graph
models. Let us consider them in more detail.

1. Data manning and statistical learning. These meth-
ods have been successfully applied in intrusion detec-
tion. The methods developed are usually formalized as
anomaly detection problems, solved by methods such
as principal component analysis [5], single-class support
vector machines (SVMs) [6], or kernel density estimators
[7]. The advantage of these methods is that there is
no need to develop a detailed system model, since the
training procedure aims to adapt the parametric model
depending on the specifics. However, these algorithms
are used for specific tasks with a narrow domain, and ex-
ploitation is performed at the system component level us-
ing special equipment (e.g., network analyzers, protocol
scanners and malware detectors or botnets). Algorithms
based on statistics depend on the training data and on
the structure of the chosen algorithm, which significantly
narrows the scope of their application. An exception in
this case may be self-learning online models that can
adjust to new data. Nevertheless, these methods still
require the data to be presented in the standard format of
generic descriptive information security “trait-vectors”,
which is a separate problem that needs to be solved.
Another problem with statistical methods, especially the
more complex examples (e.g., deep neural networks),
is the poor interpretation of results and difficult error
analysis/debugging.
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2. Algorithms for information security problems based
on operations research. They are usually developed for
large-scale information security systems. These methods
take as inputs a formal description of the system, a set
of asset variables to be optimized (e.g., security con-
trol allocation), and one (potentially multiple) objective
function. The target function must be optimized for the
model variables. The adversary is usually represented
explicitly as an entity, and its goals can be explicitly
modeled using formalization by means of game theory
or decision theory. Existing methodologies may vary
depending on the asset and system variables modeled,
but within operations research (and game theory in
particular) provides a general concept that can be used
to support decision making during ISRA in large-scale
systems. In addition, the explicit definition of the target
function simplifies the interpretation of the results.

3. A family of statistical graph models [8]. This
method can be understood as a combination of statistical
analysis and operations research algorithms. They are
used in security tasks to identify failures of subsystems
[9], as well as for cybersecurity [10]. In contrast to
big data analysis models, statistical graph models have
a preliminary design phase that aims to capture the
specifics of the system being described. The models
establish an explicit probabilistic relationship between
the data observed during operation and the description of
the system state (e.g., the failure of certain modules or
the possible presence of an attack). Thus, graph models
allow, for example, to derive a probabilistic distribution
of system state variables depending on the observed data.

It should be noted that in recent years, the aforemen-
tioned distinction between the use of operations research
methods and big data analysis has become increasingly
flexible. One of the main reasons for this is related to
the developing field of generative adversarial networks
(GANs) [11]. GANSs can be thought of as a combination
of operations research methods and data mining. Some
theoretical settings simulate a zero-sum game between
a generator and a classifier [12], the intention being to
teach the generator to produce objects that are indistin-
guishable from the “real” training dataset. However, this
does not explicitly aim to model the behavior between
the attacker and the defender, nor does it address the
problem of poor interpretation. In addition to the methods
already discussed, there are a number of approaches to
solve general information security problems, including
general attack detection methods, as presented in [13].

B. Semantic assessment of information security risks

The semantic model of information security risk as-
sessment can be represented as the following function:

R=f(V,T,I) (1)

where: V' — probability of threat occurrence; T —
severity of consequences; I — cost of risk reduction.

This function takes as input the three components of
the model and calculates the information security risk
borne by the system or a component of the system.
Appropriate functions can be used to calculate each
component, which can be determined from experience
and statistical data.

The function for calculating the probability of the
threat is as follows:

V=V(P,CE) 2

where: P — theoretical threat probability (this value
from O to 1 depends on the formula we choose: Bayesian,
Monte Carlo, etc.); C' — the degree of possibility of
the threat occurrence (this value from O to 10 can
be obtained based on the vulnerabilities of information
systems, which are evaluated according to the CVSS
metric); £ — the motivation of the attacker.

The motivation can be varied, for example financial,
political, hacking, revenge, or sabotage. All of these
motivations can take different forms and manifest them-
selves in different types of cyber attacks. To defend
against cyber threats more effectively, it is necessary to
understand the motivations of attackers and take them
into account when developing an information security
strategy. In general, it can be difficult to formalize an as-
sessment of an attacker’s motivation using mathematical
methods, because motivations can be very diverse and are
often social, political or psychological in nature. How-
ever, the use of machine learning algorithms and big data
analysis can help automate the process of assessing the
motivation of attackers. An attacker’s motivation score
can be expressed as a numerical value on a particular
scale, such as O to 10, where 0 is no motivation and
10 is the maximum motivation. A numerical estimate of
motivation can be derived from an analysis of various
factors affecting the attacker, such as:

« the potential benefit of successfully executing the
attack (e.g., financial gain, gaining a competitive
advantage, revenge, etc.);

« complexity of the attack (e.g., skills, tools available
to the attacker, etc);

o whether the attacker can be detected and punished
(e.g., the probability that the attack will be detected
and the attacker will be eliminated);

o value of the target to the attacker (e.g., value of
sensitive data, company reputation, etc.).

itemize Based on the analysis of these factors, a motiva-
tion factor can be determined to represent the numerical
value of the attacker’s motivation. For example, a formula
to estimate an attacker’s motivation might look like this:

E:B*Diff*ValueTarg 3)
Detect
where: B — the potential benefit of successfully exe-

cuting the attack; Diff — the difficulty of the attack;
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ValueTarg — the value of the target to the attacker;
Detect — the probability of identifying and punishing
the attacker.

A function for calculating the severity of consequences
could look as follows:

Calculation of consequence severity (T):

T =T(II,A,F) 4)

where: I — is the importance of the information that
may be stolen, lost, or damaged (importance); A —
likelihood of the consequence occurring (likelihood); F'
— the degree of impact on business processes (impact
factor).

Quantifying the importance of information (II) can be
done by using mathematical modeling and data analysis
techniques. One such method is Business Impact Anal-
ysis (BIA).

BIA is a process that is used to assess the importance
of information to business processes and to determine
the potential consequences of its loss or breach of
confidentiality. The evaluation of information importance
in BIA is based on two main criteria: business importance
and confidentiality.

Different levels of importance can be defined for each
criterion, which can be expressed as numbers from 1 to
10. For example, business importance levels may include
the following values:

« critically important: 9-10;

e very important: 7-8;

o medium importance: 4-6;

e minor: 1-3.

Similar levels can be defined for the privacy criterion.

Further, for each business process, the importance of
each element of information related to the process can
be defined. The importance of each element can be
expressed by a number from 1 to 10, where 1 is low
importance and 10 is high importance.

The final importance of each information can be de-
termined by multiplying the importance of each element
by the importance of the business process and the impor-
tance of confidentiality. The probability of consequences
refers to the likelihood that a particular event or threat
will result in undesirable consequences for the system or
organization.

Various methods can be used to estimate the proba-
bility of consequences, including statistics, expert judg-
ment, and modeling. A quantitative estimate of prob-
ability can be expressed as a number, usually on an
interval between 0 and 1, where 0 means that probability
is impossible and 1 means that probability is absolutely
certain.

The degree of impact on business processes can be
estimated using the following formula:

n
Impract = Z(Asseti *

i=1

Lost;

) (5)

Revenue

where n is the number of assets, Asset; is the value of
i-th asset, Loss; is the potential loss when consequences
for ¢-th asset occur, Revenue is the company’s annual
income. Thus, the value of Impact shows what part of
the annual income of the company can be lost as a result
of the possible consequences for its assets. The higher the
value of I'mpact, the more serious are the consequences
for business processes.

The following formula can be used to quantify the
probability of a consequence occurring:

P=MotxUxII 6)

where Mot is the probability of the attacker’s motivation;
U is the probability of system vulnerability, and II is the
importance of the information.

Each of the components of the formula can be evalu-
ated on an interval from O to 1, where 0 means that the
probability is impossible and 1 means that the probability
is absolutely certain.

Estimating the probability of an attacker’s motivation
can be done through expert judgment, historical data
analysis, or research. An assessment of the likelihood
of system vulnerability can be based on statistical data
analysis, vulnerability studies, or expert assessments. An
assessment of the importance of information can be
based on business process analysis, expert evaluations,
or data classification. Each of these components can be
evaluated based on an analysis of the importance of the
data stored in the system, the likelihood of consequences
occurring, and the extent to which those consequences
affect business processes.

Each of these components can be estimated based
on an analysis of the importance of the data stored in
the system, the likelihood of the consequences and the
impact of these consequences on business processes.

Calculation of risk reduction cost (I):

I =1(Cost,RR) @)

where: C'ost — the cost of taking risk reduction mea-
sures (cost); RR — the probability of risk reduction
when taking action (effectiveness).

The cost of taking risk reduction measures can be
estimated using the following formula:

n

Cost = Z(Asseti *

i=1

Lost; * Risk;

- 8
SecurityBudget) ®)

where n is the number of assets, Asset; is the value of ith
asset, Risk; is the probability of threat occurrence for :th
asset, Loss; is the potential damage when consequences
occur for ith asset, SecurityBudget is the budget for
information security.

Thus, the value of C'ost shows how much money needs
to be spent on risk mitigation measures for all company
assets. Estimating the cost helps to decide what risk
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mitigation measures should be implemented based on the
information security budget.

The probability of reducing risk by taking action can
be estimated using the following formula:

The cost of taking risk reduction measures can be
estimated using the following formula:

- RiSkbefore - RiSkafter

RR
RiSkbefore

* 100 )

where Riskpetore 1S the probability of threat occurrence
before taking measures, Riskqfier is the probability of
threat occurrence after taking measures.

Thus, the value of RiskReduction shows by how
much the probability of threat occurrence will decrease
when measures to reduce risk are taken. This assessment
helps to determine the effectiveness of the measures
taken to reduce the risk and decide whether additional
measures are needed.

REFERENCES

Information security risk assessment is an important
element of information resource management in any
organization, since information security is directly related
to its value, confidentiality and integrity. There are many
methods of risk assessment, and each of them has its
own advantages and disadvantages.

One approach to risk assessment is the use of mathe-
matical methods and formulas. They allow you to assess
the likelihood of the threat, the motivation of the attacker,
the importance of the information, the impact on business
processes, the degree of impact of the consequences and
other factors that may affect the security of information.

By using machine learning algorithms, it is possible
to automate the risk assessment process and improve
the accuracy of the assessment. In this case, machine
learning models can be used to analyze large amounts
of data, search for hidden patterns, determine parame-
ters and identify dependencies between them. Machine
learning can also be used to create predictive models and
scenario analyses.

However, despite all the advantages, mathematical
methods and machine learning models are not a universal
solution to the problem of information security. It is
necessary to take into account that each model has its
own limitations and shortcomings, and cannot take into
account all possible factors that may affect information
security.

Therefore, a comprehensive approach to risk assess-
ment is necessary, which includes the use of several
assessment methods, analysis of results, regular updating
and improvement of models based on new data and
improvement of information security practices.

In general, mathematical methods and machine learn-
ing models are an important tool for information security

risk assessment, but only in combination with other infor-
mation security methods and practices, such as physical
security, access management, personnel training, etc.
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