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Rule-based models are historically the first type of architecture. They use prescripted algorithms 
and linguistic rules, based on syntax or grammar to process text. This approach can be used only for 
developing highly specialized systems but it is not possible to be used in general intelligence development. 

Statistical models use probabilistic methods to process and generate texts by predicting the next 
word in sequence [2]. There are various types of statistical models, from simple N-Gram models, that try to 
predict the word sequence with length of n, to complex models, such as continuous space, that use machine 
learning. All statistical models are based on Markov assumption, which says that each word in the text 
depends on all previous words. 

Neural networks models belong to the most common approach nowadays. They use deep learning 
algorithms to analyze text data. These models are often based on recurrent neural networks, convolutional 
neural networks, and transformer models. 

Transformer models should be noted separately, as at the moment it is the most popular architecture 
for developing general language models such as BERT made by Google and GPT made by OpenAI. The 
key feature of the Transformer model is a self-attention mechanism [3] that allows the model to process the 
entire text at once. Transformer model can be applied to the sphere of machine translation. In this case, 
input and output hidden state sequences are connected with each other, which in turn creates the alignment 
between the source and target languages.   

The invention of Transformer models creates a new group of large language models (LLM), such as 
GPT, BERT and PaLM, which shows a significant improvement in both classic and new implications [4]. 
Due to this survey, GPT-4 can solve specific problems without special prompting: from math and coding to 
medicine and law. Such result can be qualified as unexpected because the core of GPT model is a 
combination of simple algorithmic components – gradient descent and large-scale transformers.  

The researches that would tackle the reasons why quantitative changes in amount of neural network 
parameters and amount of input data lead to significant qualitative changes in developing flexible 
intelligence. The success of GPT model is therefore a matter of the combination of such factors as making 
gradient descent more effective by connecting different minima and forcing neural networks to search for a 
deeper connection between tokens in the language [4]. Despite the impressive results, which were shown 
by OpenAI GPT models, the current LLMs have the following weaknesses: confidence calibration which 
means that the model does not know when it should be confident and when it is guessing; continual learning 
which implies that the model has no ability to learn new information; long term memory which states that 
the memory is limited to only 8000 tokens. 

Although, researches noticed considerable empowerment of language models implications, 
nevertheless, the weaknesses should still be considered.  
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The role of augmented reality in the development of iOS applications is considered. The effect of such applications on people’s lives 
is discussed. 

Augmented reality (AR) is the integration of digital information with the user’s environment in real 

time. Dissimilar to virtual reality, which produces a completely simulated environment, AR users experience 

a real-world environment with generated perceptual information overlaid on top of it [1]. 

AR iOS applications have gained significant attention in recent years due to the increasing popularity 
of mobile devices and the advancements in the AR technology. These applications use the camera and 
other sensors in iOS devices to superimpose virtual objects and information onto the user's view of the real 
world. AR on iOS transforms how people work, learn, play, and connect with the world around. And, this is 
just the beginning [2]. One notable example of an AR iOS application is Pokemon Go, which uses AR to 
allow users to catch virtual Pokemon in the real world. Another popular AR application is Ikea Place, which 
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gives users an opportunity to virtually place furniture in their real-world environment to see how it looks 
before making a purchase. 

AR iOS applications have the potential to be used in a variety of industries, including education, 
healthcare, and entertainment. With AR, classroom education can be exceptional and augmented 
interactive, as AR can authorize professors to demonstrate an essential illustration of concepts and connect 
gaming components to contribute textbook material support. This will enable students to learn quicker and 
retain information longer. Human memory does not forget visuals easily [3]. Live performances with 
augmented reality (AR) effects will give visitors an unforgettable experience. QR codes printed on flyers 
and tickets can be used to provide the audience with a 3D image of everything related to the event, including 
trippy 3D backgrounds, lyrics flying through the air, and holography. This not only entertains, but also makes 
live performances more exciting. In particular, AR episodes can be easily shared with others, so viewers 
attending a live event can experience it for themselves, become interested in it, and get others involved in 
it. Also, when it comes to dealing with healthcare, AR can be useful in particular. For instance, AR 
applications can help surgeons by showing vital organs, blood circulation, arteries, veins, muscles, or simply 
the best places to make incisions without the danger of damaging any important organs. 

However, developing AR applications for iOS devices presents a number of challenges. They include 
accurate tracking and positioning of virtual objects in relation to the real world, and optimizing applications 
for the limited processing power and battery life of mobile devices. Tracking technologies create a sense 
of movement in virtual and augmented spaces. These technologies perform different tasks in the real world. 
If a tracking system is correctly selected and correctly installed, it can enable movement in virtual and 
augmented environments. Additionally, they can interact with people and objects in the augmented 
environment. The choice of tracking technology depends on the type of the environment, the type of data, 
and the budget required. And, another major challenge facing the AR industry is the issue of security and 
privacy. There is a risk of unintended problems due to inconsistency in AR programming. The main problem 
is the lack of regulations defining what can and cannot be done in an AR environment. 

Despite these challenges, AR iOS applications continue to gain popularity and are expected to 
become even more widespread in the coming years. The release of Apple’s ARKit and other AR 
development platforms has made it easier for developers to create AR applications for iOS devices, and 
advancements in AR technology are likely further to enhance the capabilities of these applications in the 
future. AR applications require input from different sensors like GPS, a gyroscope, cameras, etc. to analyze 
the movement of the camera in the real world. There are many different tools to make any kind of application 
provided by Apple. For example, RealityKit that gives more control and customization over the AR 
experiences, AR Quick Look that can place different 3D objects in the real world and Xcode that includes 
everything developers need to create great applications for Mac, iPhone, iPad, Apple TV, and Apple Watch. 
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The paper discusses the potential benefits and drawbacks of artificial intelligence (AI), including bias in data and algorithmic design, ethical 
implications of AI decision-making, privacy concerns, and potential market monopolies. The need for ethical and regulatory frameworks 
is emphasized that prioritizes transparency, accountability, and fairness to govern the development and deployment of AI technology 
while considering potential downsides and maximizing its benefits for society. 

Artificial intelligence (AI) has witnessed an exponential surge in popularity across diverse fields due 
to its ability to provide immense benefits. Nonetheless, being a nascent technology, AI does have certain 
limitations and drawbacks that require careful consideration. While numerous advocates opine that AI 
possesses the potential to impact the society positively, there exist legitimate apprehensions about its 
ethical, social, and economic implications. As such, it is crucial to undertake a scientific analysis of AI’s 
impact to arrive at an informed and comprehensive understanding of its potential benefits and limitations. 


