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things, notes cosmetics (21 %), food (17 %), and the Z-generation prefers to spend on sporting goods (15 
%). 

The most unexpected result of the survey is that Millennials actively use instant messengers while 
Centennials are more likely to meet with friends [2]. 55 % of Y-respondents communicate via instant 
messengers (the most popular is WhatsApp). Generation Z (66 %) tends to meet friends in person. This 
behaviour is associated with the age of Сentennials, 78 % of whom are schoolchildren. Brand 
communication with the audience will be effective if the Z generation is given the opportunity to gather in 
groups for communication and discussion. At the same time, social networks remain the most popular 
communication channel for both generations. The final conclusion of the survey is that both Millennials and 
Centennials prefer quality content [2]. This is a general trend. Generations Y and Z read texts and consider 
them a priority way of presenting information (59 % and 51 % respectively). At the same time, the text 
should be bright and capacious. Both generations tend to read “diagonally”, respectively, in order to attract 
the attention of the audience, in addition to the text, you need to use infographics and vivid illustrations. 

Another study about differential impact on purchase intention of Generation Y and Z [4] found out 
that brand image has a significant positive impact on the purchase intention of Gen Z consumers for the 
reason that their focus is not completely on the rationality part. Gen Z consumers want to be unique and 
they focus on the image that a particular brand has. Centennial consumers will be hard to regain once lost 
due to brand failure. Gen Y consumers are more focused on the rational part rather than on the societal 
status during a purchase. Generation Y strongly believes in the concept of “value for money” [4].  

Although, there are some similarities in purchase intentions of Gen Z and Gen Y, the whole market 
definitely cannot be perceived as a whole entity. While Generation Y consumers do not give much value to 
the brand image, and they are more focused on rationality of the product they buy, Generation Z is very 
meticulous about brand image [1]. The results of the study show a change in the buying behaviour over 
time. Such an unexpected fact as the rise in popularity of podcasts among Gen Z within the last years 
opens a brand new opportunity for sellers to promote their product on new online platforms. Using all of the 
collected data, it will be easier for companies to identify their target audience, choose promotion and sales 
channels that are effective for people of a certain generation, taking into account their inclinations and 
habits.  
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An overview of natural language processing is presented. Current status and test results of modern language models are summarized. 
Different types of language models are described. The capabilities and implications of the modern NLP models are discussed. Special 
attention is given to key features of transformer models. 

Natural Language Processing (NLP) is an interdisciplinary subfield of computer science and 
linguistics associated with interaction between computers and humans via a natural language. This 
technology is aimed at solving a broad spectrum of tasks such as speech recognition, text analysis, and 
text generation. NLP technology has various real use cases including creating chat-bots, sentiment 
analysis, machine translation, etc. The example of Generative Pre-trained Transformer (GPT) model shows 
that investigation of new approaches of developing language models leads to a significant improvement in 
models performance. Therefore, a continual need exists for reviewing and updating the state-of-the-art in 
the area of NLP due to its significant practical benefits.  

Scientists distinguish these main types of NLP models types [1]:  
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Rule-based models are historically the first type of architecture. They use prescripted algorithms 
and linguistic rules, based on syntax or grammar to process text. This approach can be used only for 
developing highly specialized systems but it is not possible to be used in general intelligence development. 

Statistical models use probabilistic methods to process and generate texts by predicting the next 
word in sequence [2]. There are various types of statistical models, from simple N-Gram models, that try to 
predict the word sequence with length of n, to complex models, such as continuous space, that use machine 
learning. All statistical models are based on Markov assumption, which says that each word in the text 
depends on all previous words. 

Neural networks models belong to the most common approach nowadays. They use deep learning 
algorithms to analyze text data. These models are often based on recurrent neural networks, convolutional 
neural networks, and transformer models. 

Transformer models should be noted separately, as at the moment it is the most popular architecture 
for developing general language models such as BERT made by Google and GPT made by OpenAI. The 
key feature of the Transformer model is a self-attention mechanism [3] that allows the model to process the 
entire text at once. Transformer model can be applied to the sphere of machine translation. In this case, 
input and output hidden state sequences are connected with each other, which in turn creates the alignment 
between the source and target languages.   

The invention of Transformer models creates a new group of large language models (LLM), such as 
GPT, BERT and PaLM, which shows a significant improvement in both classic and new implications [4]. 
Due to this survey, GPT-4 can solve specific problems without special prompting: from math and coding to 
medicine and law. Such result can be qualified as unexpected because the core of GPT model is a 
combination of simple algorithmic components – gradient descent and large-scale transformers.  

The researches that would tackle the reasons why quantitative changes in amount of neural network 
parameters and amount of input data lead to significant qualitative changes in developing flexible 
intelligence. The success of GPT model is therefore a matter of the combination of such factors as making 
gradient descent more effective by connecting different minima and forcing neural networks to search for a 
deeper connection between tokens in the language [4]. Despite the impressive results, which were shown 
by OpenAI GPT models, the current LLMs have the following weaknesses: confidence calibration which 
means that the model does not know when it should be confident and when it is guessing; continual learning 
which implies that the model has no ability to learn new information; long term memory which states that 
the memory is limited to only 8000 tokens. 

Although, researches noticed considerable empowerment of language models implications, 
nevertheless, the weaknesses should still be considered.  
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The role of augmented reality in the development of iOS applications is considered. The effect of such applications on people’s lives 
is discussed. 

Augmented reality (AR) is the integration of digital information with the user’s environment in real 

time. Dissimilar to virtual reality, which produces a completely simulated environment, AR users experience 

a real-world environment with generated perceptual information overlaid on top of it [1]. 

AR iOS applications have gained significant attention in recent years due to the increasing popularity 
of mobile devices and the advancements in the AR technology. These applications use the camera and 
other sensors in iOS devices to superimpose virtual objects and information onto the user's view of the real 
world. AR on iOS transforms how people work, learn, play, and connect with the world around. And, this is 
just the beginning [2]. One notable example of an AR iOS application is Pokemon Go, which uses AR to 
allow users to catch virtual Pokemon in the real world. Another popular AR application is Ikea Place, which 


