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Abstract—This paper offers a combined algorithm for tempo-
ral series clustering based on the primary clustering of the points
of each temporal series, and then on the secondary clustering of
a set of temporal series by a set of parameters that are statistical
characteristics of the primary clusters.

The paper describes the experiments to reveal the minimum
set of parameters for the temporal series clustering, and compares
the results of the algorithm operation for various methods of
clustering.

The proposed algorithm allows the clustering of temporal
series with various numbers of points, with various time scales;
it unites into one cluster the temporal series with a consistent
similarity of parts of the graphs with the accuracy up to their
contraction, extension, shift along the OX and OY axes, and
symmetries.
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I. INTRODUCTION

The study of time series, their semantics , extract knowl-
edge is interest because time series have many applications
in various fields of science and technic, economy, medicine,
etc. Often study of data sets are using as unlabeled time
series. A common task is defining groups of homogeneous
time series. The results of analysis can be used to monitor
multiple processes in different time periods.

The time series clustering increased interest in order to
analyze data dynamics. Works about dynamic clustering (clus-
tering of time series) is more less than — static clustering.
However, the interest in this topic grows.

Initially, cluster analysis was developed as methods de-
signed to work with static data, for which values remain
constant over time or change slightly. The target of cluster
analysis is identification of structure in studied data set by
organizing homogeneous groups for which intergroup differ-
ences and intragroup similarities are minimal. Clustering is
useful when data sets is not structured and belong to one of the
following types: binary, numeric, interval, ordinal, relational,
textual, spatial, temporal, spatio-temporal, image, multimedia
or their combination.

Modern software is using for on clustering static data. The
software exists in form of application programs or as part of
software packages for data processing or data mining.
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II. AN OVERVIEW OF THE APPROACHES CLUSTERING
TIME SERIES

The clustering methods are the divisive clustering, agglom-
erative clustering, density based clustering, mesh methods,
and model methods [1]. The paper [2] gives the description
of each clustering method category. The following clustering
methods are frequently used: single-linkage clustering [3],
average linkage clustering [14], complete-linkage clustering
[5], Ward’s method [6], centroid linkage clustering [7], [8],
[9], [10], K-mean clustering [11], [12], and others.

The hierarchical methods of clear clustering have a weak
point ‘which is the correction of elements belonging to the
clusters after the clusters are formed. The papers by Karypis,
Han, Kumar [13] and Guha, Rastogi, Shim [14] show the
linkage analysis at each phase of the hierarchical splits. The
paper by Zhang, Ramakrishnan, and Livny [15] uses the
iteration permutation to specify the results obtained using the
hierarchical agglomerative clustering more correctly.

In the clear clustering algorithms, each object belongs to
one cluster; in the fuzzy clustering algorithms, each object
belongs to several clusters. FCM is the fuzzy clustering method
[16] used together with one of the clear clustering algorithms,
the choice of which determines the result. In papers [17], [18],
the fuzzy C-method is described. This is a heuristic algorithm
successfully used for finding spherical clusters on small and
medium data arrays.

The data extraction from temporal series using the cluster
analysis methods attracts heightened interest. More often, the
temporal series clustering also known as dynamic clustering
is discussed for the dynamic data analysis. At the temporal
series clustering, some measure of similarity, based on the
representation of the temporal series in the form of a model or
a set of parameters, is required. The existing dynamic series
clustering methods can be classified by the manner the input
data is treated: directly — with input data, frequency-temporal
characteristics, area data, models or functions obtained from
the input data.

The dynamic clustering conditionally includes two stages:
obtaining the set of parameters by which clustering is to be
performed; selection of the static clustering method and its
application. Obtaining the set of parameters, and their appli-
cation are the subject of today’s intense study and discussions.
At that, the issues of choosing the adequate set of parameters,
the choice of the static clustering method responsible for



the problem setting, the assessment of the clustering results
compliance with the problem setting and the objectives of the
study still remain open.

Static clustering methods are used at the temporal series
clustering. Special literature concerning this topic shows the
interest to the following methods:

- The density based clustering (the paper [19] develops the
idea of "a cluster as the density that does not exceed some
schedule in a certain area").

- The methods based on the quantum mesh with a finite
number of cells on which clustering is performed. The typical
example of such method is given in paper [20]. It uses several
levels of rectangular cells that correspond to different levels
of resolution. Statistical information is calculated. According
to the attributes in each cell, the mesh cells parameters are
considered starting from the largest allowable scale. For each
cell in the current layer, the confidence interval reflecting the
correspondence of the cell to the given (current) request is
calculated. The cells that do not agree with the request are
removed from the consideration. The request process continues
on the next level — the lower one — for the selected cells, until
the lower level is reached.

- The model based methods that compare a model with
each cluster. At that, the set of models is compared with the
data array. Both can be primary. At present, static and neural
network approaches to the model description are offered. An
example of the static data description approach is given in
the paper [21], where the Bayesian static analysis for the
evaluation of the cluster number. Examples of the neural
network approach are given in [22], [23].

III. PROBLEM SETTING

We have conducted a series of experiments for the study
of temporal series clustering where the lists of standard pa-
rameters of cluster statistical description obtained by separate
clustering of each temporal series were used as the data for
clustering.

The task was the ‘obtaining of visually similar temporal
series clusters with the accuracy up to the normalization along
the OX and OY axes.

The objectives were: the development and testing of the
algorithm of combined temporal series clustering; the study
of the set of parameters (compliance of the selection to the
set task, minimization of their number); the study of the static
clustering method applicability in the proposed algorithm.

The outcome of the experiment was the obtaining, basing
on the statistics and cluster analysis methods, of a minimum
set of parameters that characterizes the temporal series. This
set is used for the temporal series reclustering.

Input data description. 72 temporal series are used as the
input data. The temporal series belong to different types, i.e.
they have different numbers of points, global tendencies, spans
of values, etc. For each separate series, the coordinates of the
points were normalized.
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IV. DESCRIPTION OF THE PROPOSED ALGORITHM

We are going to cluster a temporal series into N1 clusters;
at the clustering, the data is normalized along the reference
axis. For each cluster, we get an ordered set of values. The
studied parameters were the dispersion, maximum, minimum,
span and arithmetic mean value for the X and Y coordi-
nates and the temporal series points. We sort the clusters
in the chronological order concerning the clusters center X
coordinate. In this order, we write down the parameters that
characterize the first cluster, the second one, ... the N1 cluster.
For each temporal series, we get a list of parameters of
dimensionality which is the product of the number of studied
parameters multiplied by the number of N1 clusters. We form
the lists of parameters obtained using the above described
method for each studied temporal series. These lists are used
for the clustering into N2 clusters.

The algorithm uses the clustering procedure twice. First, we
perform the points clustering for each temporal series. Second,
we perform clustering of the set of temporal sequences by
the parameters that are the temporal series. It is appropriate
to minimize the set of parameters due to the exclusion of
the mutually depending quantities. At that, the results of the
second clustering remain almost unchanged. The experiments
have shown that the temporal series clustering results utterly do
not change if we go from the set of parameters {X dispersion,
X maximum, X minimum, X span, X arithmetic mean value,
Y dispersion, Y maximum, Y minimum, Y span, Y arithmetic
mean value} to the set {X dispersion, X arithmetic mean value,
Y dispersion, Y arithmetic mean value} for each cluster after
primary clustering.

V. EXPERIMENTAL STUDY OF THE PROPOSED
ALGORITHM

We have conducted a series of experiments for the
above described algorithm using the following -clustering
methods: centroid linkage clustering, Ward’s method, sin-
gle linkage method. 72 temporal series were clustered
into N2=10,20,30,40,50 clusters; at that, the clustering into
N1=2,3,4,5,6,7,8,9 clusters was applied for obtaining the list
of parameters. All in all, we conducted a series of 120
experiments. We wrote a program in the C# programming
language for automated experiment conduction.

During the automated experiment, each temporal series was
normalized (the normalization was made over the OX and OY
axes); the results for each cluster were recorded in a png. file
in the normalized form.

By setting N1, we specify the number of clusters into which
each temporal series is to be clustered, i.e. what number of
multi-dimensional points with the coordinates {X dispersion,
X maximum, X minimum, X span, X arithmetic mean value,
Y dispersion, Y maximum, Y minimum, Y span, Y arithmetic
mean value] to the set {X dispersion, X arithmetic mean value,
Y dispersion, Y arithmetic mean value] we were going to use
to represent the temporal sequence. We have the possibility
to compare the temporal series over these multi-dimensional
points. When N1=2, the series were compared over two points.
This was a too rough comparison. When N1=9, we obtained
an exceedingly sensitive tool of comparison requiring a high
degree of conversion for the temporal series; at that, each



sequence was found in a separate cluster. We have discovered
experimentally that the values close to 6 were the most
appropriate ones.

By using in turn N2 = 10,20....,50, we could follow the
clustering progress for all temporal series. The obtained clus-
ters can be conditionally split into 3 groups by the degree of
similarity: groups of series similar by behaviour (see Fig. 1) —
"strongly similar"; groups of series with relative similarity (see
Fig. 2) — "moderately similar"; and the clusters that include one
or, less frequently, two temporal series — "solitary" without
similar ones (see Fig. 3). Let us mention that the source
temporal series had absolutely different areas of determinations
and values and sometimes differed by 5-6 orders.

In the case of N2=10, a significant part of the temporal
series got into the second group. As N2 was increased from
10 to 50, we observed the growth of the number of clusters
belonging to the first group. For all values of N2, about a half
of the clusters were referred to the third group.

We discovered that the most successful clustering turned
out to be that with N2=20 and 50. At N2=50, we can observe
the initial stages of the agglomerative clustering when the
"strongly similar" temporal clusters are grouped. At N2=20,
for this set of temporal series, we managed to obtain the most
informative and expressive clustering results.

We have discovered that the result of the algorithm opera-
tion depends on the chosen clustering methods.

The centroid method showed the best results out of the used
methods (see Fig. 1). The experimental results provided the
separation of the temporal series into three above mentioned
groups of clusters, at that the separation turned out to be quite
sharp. The presence of one or two multi-component clusters
and big amounts of fringe clusters is characteristic for the
method. For the centroid method, in the series' of conducted
experiments the discard of the major part of the temporal series
for which no similar series were found, into solitary clusters
was characteristic (see Fig. 3).

At the comparison of temporal series, the issue is the
identification of the different-length areas where the graphs
are similar with the accuracy up to the graph contraction or
extension along the OX and OY axes with the accuracy up to
the shifts and symmetry. The paper [24] is devoted to this issue.
Here the issue of identification of the graph areas similar with
the accuracy up to contractions, extensions and shifts is solved
automatically, as the secondary parameters at the reclustering
are also subject to normalization. For each temporal series, the
OX axis is split into various-length sections D1, D2, ..., DNI.
For all series the parameters associated with the sections D1,
D2, ..., DNI, respectively, are compared. They undergo nor-
malization at the parameters reclustering (i.e. the contraction or
extension along the OX and OY axes is performed separately
for all series in the D1 sections, then in the D2 sections, etc.).
Thus, the proposed algorithm is sensitive to the presence, in
all compared series, of sequential sections of graphs similar to
the accuracy up to contraction, extension and shifts along the
OX and OY axes.

The same effect is observed at the use of the single linkage
method (see Fig. 4). The single linkage method has shown
itself quite well: quite similar series are separated (see Fig.4
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N1=6, N2=20, centroid method, "strongly similar".
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N1=6, N2=20, centroid method, "moderately similar".
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Figure 3. N1=6, N2=20, centroid method, "weakly similar".

). This algorithm is able to group the temporal series similar
to the accuracy up to the symmetries of separate sections (see
Figs. 5-6).

Ward’s method is based on the aggregate dispersion mini-
mization. The results of the algorithm application with the use
of the Ward’s method are given in Figs. 7-9; no pure visual
similarity is observed there. This means that this method meets
the set task least of all the used methods.

A particular case of the combined temporal series cluster-
ing algorithm is the clustering at N1=1 or one-stage clustering.
A set of statistical parameters is imposed to correspond to
each temporal series; these sets are used for clustering all
temporal series. The series are compared "over one point".
The combined temporal series clustering provides better result,
since it allows comparison over N1 point. The results at N1=6
and N1=1 are shown in Figs. 1-3 and 10-11, respectively.
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Figure 4. N1=6, N2=20, single linkage method, "strongly similar".
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Figure 5. N1=6, N2=20, single linkage method, "moderately similar".

In practice, the clustering with initially set centers, e.g.
using the K-mean method, can be helpful. One and the
same cluster analysis method shall not be obligatorily used
both for obtaining the temporal series parameters and for
clustering over these parameters. The clustering methods can
be combined.

Fuzzy clustering methods can be used in this algorithm, but
with account for their application specifics. Our team develops
such algorithm modifications, but they go beyond the scope of
this paper.
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Figure 7. NI1=6, N2=20, Ward’s method, "strongly similar".

VI. CONCLUSIONS

The proposed algorithm can be applied for temporal series
clustering for the purposes of identification of series with
visually similar behaviours with the normalization accuracy
along the OX and OY axes.

The developed temporal series clustering program has
shown its performance and allowed us to conduct a series of
120 experiments in an automated manner within rather short
time.

The algorithm is applicable for the comparison of various-
length temporal series. Other activities, for the purposes of
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Figure 9. NI1=6, N2=20, Ward’s method, "weakly similar".

temporal series comparison, use artificial methods (arithmetic,
statistical, reduction) for bringing the temporal series to one
number of studied points. When our algorithm is used, there
is no need to do this.

The algorithm compares the series with different temporal
scales.

The proposed algorithm is sensitive to the presence, in all
compared series, of sequential sections of graphs similar to
the accuracy up to contraction, extension and shifts along the
OX and OY axes. The issues of temporal series splitting into
various-length homogeneous sections, the issues of contraction
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Figure 11. Nl1=1, N2=20, centroid method, "moderately similar".

and extension of these sections are solved on the level of
normalization during cluster analysis in automated manner.
The use of single linkage method in the algorithm as the
clustering method allows the identification of the series similar
to each other with the accuracy up to the symmetry of separate
sections of graphs.

In our algorithm, different clustering methods can be used
depending on the study objective and traditions of the field.
Clustering is used twice (for the points of each temporal series
and for the sets of parameters corresponding different temporal
series). Different clustering methods can be combined.

At the comparison of experimental results, when different
clustering methods were used, the centroid method showed
itself quite well. At the reclustering, the single linkage method
provides clusters with approximately similar order with quite
similar temporal series as the components. The single linkage
method identifies the temporal series similar to each other
with the accuracy up to the symmetry of separate sections of
graphs; with some modification the separation of graphs with
symmetrical areas into one cluster can be eliminated. Ward’s
method in this algorithm showed unsatisfactory results.



Temporal series are clustered by a set of parameters which
are the statistical characteristics of the primary clustering
clusters for each temporal series. Our experiments have shown
that the reduction of the number of parameters down to
{X dispersion, X arithmetic mean value, Y dispersion, Y
arithmetic mean value} for each primary clustering cluster
utterly does not change the clustering results.

We have obtained a temporal series clustering algorithm
with a high degree of modularity. By selecting the problem-
oriented sets of mutually independent parameters of primary
clustering of each temporal series, using classical clustering
methods or those specially developed for applied problem we
can gain the temporal series clustering for a given problem.

We are working on the fuzzy modification of this algo-
rithm; we study its properties and application to gain knowl-
edge on the sets of temporal series.

This work was supported by the Russian Foundation for
Basic Research grant 16-47-732112 "Study and development
of forecast methods for temporal series based on multi-model
approach".
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PASPABOTKA U NCCJIEAOBAHUNE
KOMBVHNPOBAHHOI'O AJITOPUTMA
KJIACTEPU3AIIMM BPEMEHHBIX PAJIOB

Cubupes 1.B., Adanacnena T.B.

B nawumoit pabore mpejiokeH KOMOWHUDOBAHHBIN aJl-
TOPUTM KJIACTEPU3allU¥ BPEMEHHBIX PsAJI0B, OCHOBAaHHBIHI
Ha II€PBUYHON KJIaCTePU3AIUN TOUYEK KaXKJI0I'0 BDEMEHHOI'O
pdia, 3aTeM — Ha BTOPUYHON KJIACTEPU3AIMN MHOXKECTBA
BPEMEHHBIX DPSIJIOB 110 HAOOPY MMapaMerpoB, SABJISIOIIAXCS
CTATUCTUYECKUMU XapPaKTePUCTUKAMU IIEPBUYHBIX KJlacTe-
pOB.

Ornucanbl 9KCIEPUMEHTHI TI0 BBISIBJIEHIIO MUHUMAJIHLHO-
ro Habopa MapaMeTpoB sl KJIACTEPHU3AIMH BPEMEHHBIX
PSIZIOB, CPABHUBAIOTCS PE3YJIBTATHI PAOOTHI AJITOPUTMA, JIJTsT
pPa3HBIX METOJIOB KJjacrepusaruu. llpemiaraeMbrit aaro-
PUTM II03BOJISIET KJIACTEPU30BATh BPEMEHHBIE PsIJIbI C Pa3-
HBIM KOJITYECTBOM TOYEK, PA3HBIX BPEMEHHBIX MACIITa00B,
00'beINHSIET B OJIMH KJIACTEP BPEMEHHBIE PSIJIbI C MTOCIIEI0-
BATEJIbHBIM CXOJICTBOM YYACTKOB I'DAGUKOB C TOYHOCTHIO
JI0 X C2KATHUsl, PACTsIKeHns1, CABUTOB BI0Jb oceit OX u OY
u cumMerpuii. HammcanHas HaMu [IporpaMMa [03BOJIIIA,
apromMarndyecku npoussectu 120 cepuil sKcriepuMeHTa B
CPaBHUTEJILHO KOPOTKHE CPOKH. B KadecTBe BXOMHBIX JTaH-
HBIX HUCIIOJIb3yeTcsl HAOOp U3 72 Pa3HOTUIIHBIX BPEMEHHBIX
PSLIIOB.





