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Introduction. Missing data scenarios are common Big Data problems in domains such as biol-

ogy, finance, medicine, life-science, research, or climatic science (to name a few). They can arise 

from different sources such as mishandling of samples, low signal-to-noise ratios, measurement er-

rors, hardware failures, transmission errors, no-response, or deleted aberrant values. Rubin introduced 

the notion of the distribution of missingness as a way to classify the conditions under which missing 

data should be treated. Little and Rubin distinguish among data missing completely at random 

(MCAR), data missing at random (MAR), and data missing not at random (MNAR):  

1. Data missing completely at random (MCAR) describes scenarios where the probability of an 

instance (case) having a missing value for a variable does not depend on either the known values or 

the missing data, respectively. An example would be a sensor outage that results into missing some 

measurements.  

2. Data missing at random (MAR) describes scenarios where the probability of an instance 

having a missing value for a variable may depend on the known values but not on the value of the 

missing data itself. For example, suppose men are less likely (compared to women) to respond to an 

income question in a survey, but the likelihood of responding is independent of their actual income. 

In this case, unbiased gender-specific income estimates can be made if one has data on the gender 

variable (as an example by replacing the missing income value with the gender-specific median in-

come).  

3. Data missing not at random (MNAR) describes scenarios where the probability of an instance 

having a missing value for a variable may depend on the value of that variable. For example, this may 

occur if either low or high income subjects (or both) are less likely to answer the income question in 

a survey. This is the most complex type of missing data and in many cases, there is no good value to 

substitute for the missing one. But, by just dropping these subjects, the results will be biased and 

hence such an approach is normally not suggested.  

It has to be pointed out that missing data introduces an element of ambiguity into the data anal-

ysis cycle. Missing data can affect properties of statistical estimators such as the mean, variance, or 

percentage, resulting in a loss of information power and misleading conclusions. A variety of tech-

niques have been proposed for substituting missing values with statistical predictions, a process that 

is generally referred to as missing data imputation. To reiterate, it is very often the case that the 

weakest link in a Big Data analytics study is the quality of the available data sets. It is a fact that the 

more one can find out about why the data sets are as they are, the more one can develop a case on the 

pattern of the missing data, as well as on a rationale on why the pattern may or may not matter. It has 

to be pointed out though that in many studies, just eliminating missing cases prior to the analysis is 

not viewed as a legitimate solution to the problem. 

Some of the rather standard techniques to address missing data (such as list-wise deletion, single 
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mean imputation, or single regression imputation) may lead to biased estimates of the model param-

eters. To illustrate, a simple mean substitution method leaves the mean unchanged but decreases the 

variance! Some of the more appropriate techniques (in many cases) for dealing with missing data are 

the multiple imputation (MI) and the (full information) maximum likelihood (ML) estimation that 

incorporate the missing data points in the analysis (see Enders and Enders & Peugh). MI involves 

imputing a range of random plausible values for missing data, a process that results in several com-

plete data sets that can then be analyzed. One of the advantages of this approach is that the technique 

introduces variability into the distribution of cases with missing data (simulating the messy world we 

are living in), a process that is more likely to represent the population than imputing a single value 

for each missing case. Partial data actually contributes to the estimation of the model’s parameters by 

implying probable values for missing scores via the correlations among the variables. Expectation 

maximization (EM), a common method for obtaining ML estimates with incomplete data sets, treats 

the model parameters (rather than the data points themselves) as missing values to be estimated and 

borrows information from the existing data at successive iterations until differences between succes-

sive iterations are minor. Missing data can pose a number of additional problems in multilevel data 

structures, depending on the sampling design underlying the data set, the extent to which the data are 

missing at each level, and whether or not the data can be assumed to be missing at random. In some 

modeling situations, there may be a considerable amount of missing data. Compared with single-level 

analyses, the difficulties presented by multilevel analyses scenarios concerns the likelihood that the 

missing data at one level (Level 2) may be linked to the missing data at Level 1.  

In any Big Data analytics project, it is paramount to distinguish between data preparation and 

data analysis. While preparing the data for analysis, it is imperative to determine the amount of miss-

ing data, as well as the missing data pattern(s). It is essential to note that the reality is that there is a 

very small chance to get the missing (real) data back in the first place. Hence, a data scientist always 

has to deal with the problem of missing information. The quality of the analysis though depends on 

assumptions one makes on the pattern of the missing data and what is reasonable to conclude about 

those patterns. Now, what one can do about the missing data becomes the pressing concern! 

Definition - Missing Completely at Random (MCAR). Suppose the probability of an observation 

being missing does not depend on observed or unobserved measurements. In mathematical terms, one 

can stipulate: 

    (1) 

Then one can state that the observation is missing completely at random (MCAR). Note that in 

a sample survey, MCAR may be labeled as uniform non-response. If data sets are MCAR, then con-

sistent results with missing data can be obtained by performing the analyses as if there were no miss-

ing data. But, doing so will result in some loss of information. So that implies that with MCAR data 

sets, the analysis only provides valid inferences with complete data sets! So does an analysis based 

on moment based estimators (for example generalized estimating equations) and other estimators 

derived from consistent estimating equations. The term consistent estimating equations refers to func-

tions of the data and unknown parameters whose expectation (taken over the complete data at the 

population parameter values) is 0. Under MCAR, they still have expectation zero and so still lead to 

valid inferences. 

Stating the same mathematically, an estimating equation can be written as 𝑈 (𝑦, 𝜃) and at the 

estimate 𝜃, 𝑈 (𝑦, 𝜃) = 0. The estimating equation is consistent because 𝐸𝑈 (𝑌, 𝜃) = 0 (where 𝜃 re-

flects the population parameter value). It remains consistent if the data reflects missing completely at 

random (MCAR) because 𝐸𝑈 (𝑌𝑜 , 𝜃) = 0. A simple example of a consistent estimating equation is 

the sample mean 𝑈 (𝑦, 𝜃) =  �̅� − 𝜃. With MCAR a single imputation or a multiple imputation (MI) 

method can be considered. It has to be pointed out that with a single imputation method, it may be 
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difficult to generate valid variance estimates though! The author of this report always suggest to at 

least consider an MI approach with MCAR. 

Definition - Missing At Random (MAR). After considering MCAR, a second scenario may come 

up. That is, what are the most general conditions under which a valid analysis can be done using only 

the observed data and no information about the missing value mechanism, Pr(r | yo, ym)? The answer 

here is when, given the observed data, the missingness mechanism does not depend on the unobserved 

data. Mathematically stated: 

    (2) 

This is equivalent to stating that the behavior of 2 runs who share observed values have the 

same statistical behavior on the other observations, whether observed or not. To illustrate: 

 

Table 1. Some Measurements 

 
 

As runs 1 and 2 in Table 1 have the same values (where values for both runs are available), 

given these observed values (under MAR), features 3, 5 and 6 from run 2 have the same distribution 

(not the same value!) as features 3, 5 and 6 from run 1. It has to be pointed out that under MAR, the 

probability of a value being missing will generally depend on observed values, so it does not corre-

spond to the intuitive notion of random. The important idea is that the missing value mechanism can 

be expressed solely in terms of observations that are observed. Unfortunately, this scenario can hardly 

ever be definitively determined from the data at hand! An example of a MAR mechanism may be the 

scenario where 2 measurements of the same variable are made concurrently. If they differ by more 

than a given amount, a 3d measurement is taken. This 3d measurement is missing for those scenarios 

that do not differ by the given amount specified for the 1st 2 measurements. 

A special case of MAR is known as uniform non-response within classes. To illustrate, one 

seeks to collect data on income and property tax bands. Typically, those with higher incomes may be 

less willing to reveal the actual numbers. So a simple average of incomes from people who actually 

responded will be downwardly biased. However, assuming one has everyone's property tax band and 

given that the property tax band non-response to the income question is random, then the income data 

is missing at random. The reason, or mechanism, for it being missing depends on the property band. 

Given the property band, missingness does not depend on income itself. Therefore, to get an unbiased 

estimate of income, one has to first average the observed income within each property band. As data 

is missing at random given a property band, these estimates will be valid. To get an estimate of the 

overall income, one has to combine these estimates, weighted by the proportion in each property 

band.  

It further has to be pointed out that likelihood methods (such as EM) are valid for MAR as well. 

However, in general, non-likelihood methods (based on simple completers, moments, estimating 

equations) are not valid for MAR per se. So ordinary means and other simple summary statistics that 

are based on the observed data will be biased. Finally, with likelihood, the term ignorable is often 

used to refer to a MAR mechanism. But it is the mechanism (the model for Pr(R | yo)) that is ignorable, 

not the missing data! To summarize, MAR scenarios can be analyzed via multiple imputation (MI) 

methods or likelihood-based methods (such as EM). 

Definition - Missing Not At Random (MNAR). When neither MCAR nor MAR holds, one states 

that the data sets are Missing Not At Random (MNAR). Now, in a likelihood setting, the missingness 
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mechanism is labeled non-ignorable. All this basically implies that while even accounting for all the 

available observed information, the reason for observations being missing still depends on the unseen 

observations themselves.  

In other words, the probability of a data value being missing is related to the unobserved values. 

To illustrate, a study may focus on analyzing tumors. So that study requires measurements of the 

actual tumor sizes. The data may show that smaller tumors are less like to have sizes recorded (maybe 

due to any detection delays). So it is harder to actually measure the size of smaller tumors. Hence, 

while there may be good data available for larger tumor sizes, the sizing data for smaller tumors may 

be missing. So with MNAR, the important question to be answered is how is the data related to the 

unobserved value?  

Similar to MAR, MNAR scenarios can be analyzed via Multiple Imputation (MI) methods or 

likelihood-based methods (such as EM). It has to be pointed out that MNAR is much more complex 

to deal with and basically requires modeling the process yielding the missing values. 

Definition - Multiple Imputation/ Multiple imputation refers to a statistical technique for ana-

lyzing incomplete data sets (data sets for which some entries are missing). The actual application of 

the technique requires 3 steps, imputation, analysis, and pooling.  

1. Imputation (impute = fill in). Impute the missing data m times to produce m complete data 

sets. Regression models, Bayesian ideas (with MCMC), or Fully Conditional Specifications (that 

works well for categorical data) can be used here.  

2. Analysis. Analyze each data set by using a standard statistical procedure. This step results in 

m analyses.  

3. Pooling. Integrate the m analysis results into a final result See Rubin or Schafer.  

Note: Rubin has shown that if the method to create imputations is proper, then the resulting 

inferences will be statistically valid. The real challenge here is in the imputation phase (aka the con-

struction of the m completed data sets). This step accounts for the process that created the missing 

data. A typical problem here could be that the missing data is actually related to its value (aka wealthy 

people tend to skip income questions in surveys). It further has to be reemphasized that missing entries 

can appear anywhere in the data and that the method used in the imputation step must foresee 

the intended complete-data analyses. But, the repeated analysis step on the imputed data is actually 

somewhat simpler than the same analysis without imputation, as there is no need to bother with the 

missing data per se. The pooling step consists of computing the mean over the (m) repeated analysis, 

its variance, and its confidence interval or p value. In general, these computation are reasonably sim-

ple. Some common data imputation techniques are (to just name a few): 

 MI Mean  

 K-nearest neighbors (KNN)  

 fuzzy K-means (FKM)  

 singular value decomposition (SVD)  

 Bayesian principal component analysis (BPCA)  

 Bayesian ideas (regression, MCMC)  

 Multiple imputations by chained equations (MICE)  

 Fully conditional specifications (FCS)  

To further discuss MI, The MCMC and the FCS methods are elaborated on in more detail here. 

Both methods are very popular iterative methods for performing multiple imputations for missing 

data patterns. The Markov Chain Monte Carlo (MCMC) method is widely used for Bayesian infer-

ence (Schafer) and is considered as one of the most popular iterative algorithm for multiple imputation 

scenarios. The basic flow is that one commences with some reasonable starting values for the mean, 

variance, and the covariance among a given set of variables. Next, one divides the sample into sub-

samples, each having the same missing data pattern (the same set of variables present and missing). 

For each missing data pattern, one uses the starting values to construct linear regressions for imputing 

the missing data, using all the observed variables in that pattern as predictors. One then imputes the 
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missing values, making random draws from the simulated error distribution, which results into a sin-

gle completed data set. 

Using this data set with missing data imputed, one recalculates the mean, variance and covari-

ance and then makes a random draw from the posterior distribution of these parameters. Finally, one 

uses these drawn parameter values to update the linear regression equations needed for imputation. 

This process is typically repeated many times. For example, one may run 200 iterations of the algo-

rithm before selecting the first completed data set, and then allow for another 100 iterations between 

each successive data set. So producing 5 data sets (as an example) requires 600 iterations (each of 

which generates a data set). Why so many iterations? The first 200 (burn-in) iterations are designed 

to ensure that the algorithm has converged to the correct posterior distribution. Then, allowing 100 

iterations between successive data sets gives the confidence that the imputed values in the different 

data sets are statistically independent. If all assumptions are satisfied, the MCMC method produces 

parameter estimates that are consistent, asymptotically normal, and almost fully efficient. Full effi-

ciency would require an infinite number of data sets, but a relatively small number normally gets one 

very close.  

An alternative algorithm is known as the fully conditional specification (FCS) or multiple im-

putation by chained equations (MICE) (Brand, Van Buuren, Oudshoorn). This method is attractive 

because of its ability to impute both quantitative and categorical variables appropriately. It allows one 

to specify a regression equation for imputing each variable with missing data (usually linear regres-

sion for quantitative variables and logistic regression (binary, ordinal, or unordered multinomial) for 

categorical variables. Under logistic imputation, imputed values for categorical variables will also be 

categorical. Imputation proceeds sequentially, usually starting from the variable with the least missing 

data and progressing to the variable with the most missing data. At each step, random draws are made 

from both the posterior distribution of the parameters and the posterior distribution of the missing 

values. Imputed values at one step are used as predictors in the imputation equations at subsequent 

steps (something that never happens in MCMC algorithms). Once all missing values have been im-

puted, several iterations of the process are repeated before selecting a completed data set. Although 

attractive, FCS has 2 major disadvantages (compared to the linear MCMC method). First, it is much 

slower, computationally. Second, FCS itself has no theoretical justification. By contrast, if all as-

sumptions are met, MCMC is guaranteed to converge to the correct posterior distribution of the miss-

ing values. FCS carries no such guarantee, although simulation results by Van Buuren are very en-

couraging. 

Summary - Multiple Imputation (MI). Just as the single imputation methods, multiple imputa-

tion fills in estimates for the missing data. But to capture the uncertainty in those estimates, MI esti-

mates the values multiple (m) times. As MI utilizes an imputation method that has an error term built 

in, the multiple estimates should be similar, but not identical. The result basically is multiple data sets 

(m) with identical values for all of the non-missing values and slightly different values for the imputed 

values in each data set. The statistical analysis of interest (such as logistic regression) is performed 

separately on each data set and the results are then consolidated. Because of the variation in the im-

puted values, there should also be variation in the parameter estimates, leading to appropriate esti-

mates of standard errors and p-values, respectively.  

Definition - Maximum Likelihood (ML). Depending on the pattern and the amount of missing 

data, a potentially legit approach may be to analyze the full, incomplete data set via a maximum 

likelihood estimation. This method does not impute any data, but rather uses each cases available data 

to compute maximum likelihood estimates. The maximum likelihood estimate of a parameter equals 

to the value of the parameter that is most likely to have resulted in the observed data.  

When data points are missing, one can factor the likelihood function. The likelihood is com-

puted separately for those cases with complete data on some variables and those with complete data 

on all variables. These 2 likelihoods are then maximized together to find the estimates. Like multiple 

imputation, this method provides unbiased parameter estimates and standard errors. One advantage 
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of ML is that it does not require the careful selection of variables used to impute values on (necessary 

with MI). 

Some Actual Guidelines  

In the next few paragraphs, some basic guidelines are provided. It has to be pointed out though 

that if more than 5% to 10% of the data is missing, a scenario like that is considered a potential major 

source of a serious bias that has to be addressed accordingly.  

 Assuming that the proportion of missing data is  0.05. If less than 5% of the data is missing, 

studies have shown that it matters little what imputation method is chosen or whether one adjusts the 

variance of the regression coefficient estimates for having imputed data in this case. So for continuous 

variables, imputation via the median value should be adequate. For categorical predictors, the most 

frequent category can be used. A complete case analysis may be an option here as well.  

 Assuming that the proportion of missing data is between 0.05 and 0.15. In this scenario, if 

a predictor is unrelated to all of the other predictors, imputations can be done the same way as above 

(impute a reasonable constant value). If the predictor is correlated with other predictors, develop a 

customized model (such as via a transcan function - a nonlinear additive transformation and 

imputation function) to foresee the predictor from all of the other predictors. Then impute missing 

data with predicted values. For categorical variables, classification trees are good methods for 

developing customized imputation models. For continuous variables, ordinary regression can be used 

if the variable in question does not require a non-monotonic transformation to be predicted from the 

other variables. For either the related or unrelated predictor case, variances may need to be adjusted 

for imputation. The author of this report suggests multiple imputation or maximum likelihood 

methods here while single imputation methods may be considered. 

 Assuming that the proportion of missing data is > 0.15. Such a scenario requires the same 

considerations as in the previous case and adjusting variances for imputation is even more important. 

To estimate the strength of the effect of a predictor that is frequently missing, it may be necessary to 

refit the model on the subject of observations for which that predictor is not missing. In this case 

either multiple imputation or maximum likelihood methods are preferred for most models.  

Summary. Analyzing and cleansing (missing) data is paramount in order to achieve actual, ac-

curate conclusions. To illustrate, while using the same ANN to conduct a regression study, using 2 

differently cleansed data-sets as the input, there is a high probability that the 2 different input sets 

will result into 2 different answers/conclusions. Further, in any data analysis project, greater than 5% 

to 10% of missing data points is considered a potential source of a very serious bias condition. It is 

always important to consider and scrutinize the model/environment that produces the missing data.  

Many studies have shown that in most scenarios, either a multiple imputation or an ML method 

does provide excellent results (even for MCAR). Further, if the missing data reflects MNAR, there is 

a need to consider and scrutinize the model that actually gives rise to the missing data. Plus, if the 

missingness is strongly related to the value of the variable, the problem becomes rather complex (a 

fact that cannot just be ignored). 
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