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Abstract—It is presented processing of ellipses occurring in
texts of plane geometry tasks described in natural language. It is
proposed a general approach to the processing of ellipses based
on cognitive semantics. The ellipsis processing is based on the
parallelism between syntactic structures and using geometric
semantics. Some examples of the ellipsis processing with its
limitations are described. The types of ellipses most commonly
encountered in geometric tasks are highlighted. It is noted the
ability to recognize ellipses and their resolution in the framework
of cognitive semantics.
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I. INTRODUCTION

The ambiguity of natural language caused by homonymy,
has long been studied by computer linguistics. However,
the ambiguity associated with the omission of a thinkable
language unit (ellipsis) in the text has been actively analyzed
by automatic processing natural language relatively recently
[1], [2]. Although, in the theoretical linguistics, the ellipticity
got enough coverage [3], [4], the restoration of ellipses in
the systems of syntactic text analysis is clearly developed not
enough. This is largely due, first, to the fact that eliminating the
ellipticity is of a subordinate nature with respect to the actual
syntactic analysis and, secondly, to the complexity of recover-
ing ellipses. The complexity is explained by the potential need
to take into account a number of contexts: current sentence,
adjacent sentences, already established syntactic relations and,
finally, semantics of text.

This work is divided into two parts. In the first part, it is
described how to handle the ellipticity in a specific holistic
system of solving plane geometry tasks in natural language
description. The second part proposes a general approach to
the processing of ellipses based on cognitive semantics, aimed
at a much broader range of applications (both in subject areas
and in different natural languages).

A. Treatment of ellipses in a system for solving geometrical
tasks automatically

The general scheme of an integrated system to solve geo-
metrical problems automatically in natural language is given
in [7]. The system includes a linguistic translator, an ontology
and a graphical interface for output result (drawing of NL-
explanation of the solution process). An expansion system
provides the interpretation of more complex tasks (to identify
their logical structure) associated with language processing
in the limits required by a number of modifications of the
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parser. This section describes an extension of the system
to correctly interpret elliptical (incomplete) sentences. The
correct interpretation of the ellipses is based on the parallelism
between the syntactic structures (the ellipticity) and knowledge
about the general concepts included in the structural schemes
of ontology. Therefore, the interpretation essentially uses both
levels of linguistic processing - syntactic and semantic ones.

The language translator creates a syntactic structure and
determines that some of its elements violate the language
rules. For example, there is no noun for adjective, pretext is
at the end of sentence, number does not have a mandatory
measuring unit, and so on. The basic criteria for determining
ellipticity are studied by linguists [6]. Based on these criteria,
recorded in the ontology, the translator identifies the fragments
of syntactic tree that admittedly contain ellipticity. Next, with
the use of algorithms described in short below in 1.2, the
identified ellipses are restored.

Specifically, in sentence «the radius of the first circle is set
to 12 cm, and the second 10», the elements «second» and «10»
define the ellipticity. As a result, two syntax structures must
be formed:

o The radius of the first circle is 12 cm.

e The radius of the second circle is 10 cm.

These structures are further processed by the system mech-
anisms of paraphrasing to obtain an ontological representation
of sentence in formal terms of the subject area [7].

The concept "‘paraphrasing” has been proposed by the
well-known Russian linguist Apresyan in [10]. In our system,
we use an adaptive variant of this concept. The conception
of paraphrasing assumes that any class of sentences corre-
sponding to one and only one sense can be reduced to the
simplest or canonical phrase composed only of the lexemes
expressing most clearly the based concepts of the sentences.
Thus "‘paraphrasing"’ is based on the following proposition in
[10]: «One of the fundamental properties of human languages
consists in the fact that if there are several synonyms, in
the broad sense, to express some concept, then only one of
them turns out to be privileged, canonical, or prototypical for
expressing this concept.» [10].

In particular, such canonical concepts in the plane geometry
are, for example, «point», «line», «plane» and «belong», «to
lie between» and «to be congruent».

In the « Space shipyard » domain [8], the canonical concepts
are «tank», «adapter», «reinforcement», «dock», «point of
joining» and some others.
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Thus, the rules of paraphrasing provide only one canonical
form for a group of sentences having the same sense. For
example, sentences "a point located on the straight line", "the
straight line passing through a point", "a point belonging to
the line", "a point lying on the line segment", etc. are reduced
to the following canonical phrase, namely, "point belongs to
straight line".

This canonical phrase is displayed in the ontological repre-
sentation in the form of the following triplet « point lies line ».
It is noted to emphasize that the members of the triplet (objects
and relations between them) are not dependent on a particular
language. Therefore, the corresponding rule of paraphrasing
contains, in its left part, the objects and relations depending
on the language, but, in its right part, the objects and relation
are invariant with respect to the different languages.

The rules of paraphrasing are divided into two classes, the
first one consists of rules in which both parts of them are
some generalized syntactic structures; the second one consists
of rules having the canonical descriptions in their left parts and
the semantic descriptions in their right part. The second class
rules can be used for transforming the ontological structures
into the corresponding natural language texts. It is reasonable
to apply the rules of the first class for equivalent synonymic
transformations of the synthesized structures to retrieve texts
in the most appropriate manner in a considered application
domain.

B. Algorithm for resolving ellipticity

B. The processing algorithm is based on the ontology
knowledge reflecting the semantic hierarchy of word forms
in the syntactic structure and rules of natural language. To a
first approximation, the algorithm can be described as follows:

« to segment syntactic structure into two segments: a com-
plete one without ellipticity and the other containing an
ellipticity (generally, there are noun groups);

« in the elliptical structure, identify elements that can be
usefully matched with full syntactic structure elements
to be used for resolution of ellipticity;

o in the full syntactic structure, identify candidates to
replace with the elements found in the previous step;

o perform a replacement and get a complete syntactic
structure.

In the example from subsection A «first» is replaced by
«second» and «12» by «10» because they correspond to the
same concepts of ontology. Here we have different objects
and the same type of attribute (length). In sentence «the
perimeter of the triangle is 37 cm and area — 20 cm», we
have the same object and the different types of attributes. This
seemingly simple algorithm allows to successfully recover not
only geometrical ellipses, but several others, described, for
example, in [2]: In sentence «twenty years of this dance form
the age, forty — the history», «twenty» is replaced by «forty»
and «age» is replaced by «history».

Naturally, the ontology should contain the concept «time-
interval» binding hierarchically «age» and «history». It is
obvious that the standard tools for editing ontology ensure that

the algorithm is correctly carried out without reprogramming.
More examples: «He went to the pharmacy and his brother —
to the post office». «He» is substituted by «his brother» (It
is a noun group: whose brother? him). Here the noun group
could be: «its half-brother on the maternal line». The mapping
in the ontology is formally performed for the roots of words
in syntactic tree of noun groups. It is for this reason that the
structure for sentence «Triangle ABC is inside the circle and
the square — outside» is correctly restored.

C. Limitations

Of course, many cases of ellipticity can not be processed
by the above algorithm. Example: «There are seven circles.
Radius of one 5 cm, two other — 3, and the others — 10
cm.» We have multiple ellipticity in this example. A similar
example from [2]: «Anemones discard tentacles, crayfishes —
claws, lizards — tail». In some cases, there is an ambiguity
at the comparison level. At the logic level, two options were
analyzed:

1) continuation of work and eliminating ambiguity at the
stage of semantic processing (canonical syntactic struc-
tures);

2) enter in to the ontology not only knowledge about the
hierarchy of concepts, but the rules of preferences when
choosing a candidate for replacement (substitution).

A decision on whether to choose one of the options or a
combination of them is the subject of further study. In any
case, the focus is on the universality of knowledge-based
algorithm. Note that the algorithm described was tested not
only for geometric texts but also for a number of others, in
particular in the text of so-called «space shipyard»[8]. The
ontology fragment, which describes the concepts of this area,
specifies the hierarchy (visualization object) isA (tank, adapter,
armature, solar panel, energy block, and so on) isA (specific
types of objects: Tank-b, Truss-c, etc.). According to this
hierarchy, sentences of the type «diameter of the first tank
equals 1.7 cm and the second 5.8» or «the length of the
solar panel is 15 cm and the weight 40 grams» is successfully
restored.

It should be noted that the question of a clear ellipticity
criteria and methods for restoring the full structure of sen-
tences has not been fully resolved within the framework of
a generally accepted linguistic theory. Further, the following
cognitive approach to the resolution of ellipses provides a
significant extension of the possibilities described above and
focuses on self-learning ontologies for the treatment of a wide
spectrum of incomplete sentences.

II. ELLIPSES PROCESSING BASED ON COGNITIVE
SEMANTICS

1) General information: The cognitive approach is opposed
to traditional formal one, based on Tarski and Hilbert’s ideas,
playing a major role in the computer paradigm of most Al
research. Two main differences of the cognitive approach from
the traditional formal one are to solve categorization and
semantics problems. Categorization is a problem of creating
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concepts (categories) and structuring the conceptual human
system.

Resolving ellipses in natural language texts remains one of
the most difficult and unsolved tasks in linguistics, despite the
abundance of proposed methods based on semantic-parsing
of sentences. The syntax reveals the structure of ellipse and
the similar part of the sentence without the ellipse, and the
semantics deal with word values. However, as the example
from (Umberto Eco. The role of the reader. Exploration in
the semiotics of texts. — Moskva: Publishing House ACT:
CORPUS, 2016 (page. 62)) shows, resolving ellipses is based
on the understanding of context (text theme), the meanings
of words and collocations: «Charles makes love with his wife
twice a week. So does John».

2) Ellipsis classification in geometrical tasks: To study the
typology of ellipses in geometric tasks, we used a body of
texts that is listed in [9]. From a variety of sentences, we
have selected several types of ellipses: ellipses using the sign
«» (ellipses with missing a predicate, ellipses with missing
a verb), ellipses without using the sign «-» (ellipses with
a skipped noun, with a skipped pronoun, with a skipped
predicate. The characteristics of these types are analyzed, not
necessarily related to the subject area (geometry) and the
language (Russian).

A detailed discussion of the selected ellipses in terms
of their properties and structure is given in [9]. Resolving
complex cases of ellipticity requires understanding the context
of geometrical tasks. To account for context, we enter the
concepts of cognitive models of geometric object and action
with object. The model of object includes the properties of
the object, the actions as a result of which this object can be
created, the actions that object can perform itself, and in which
it can participate; the object model also includes the elements
of which object is composed, and the elements of which it is a
part. Cognitive schema will show how the object is formed and
its position in space in respect to other objects. The model of
action, naturally, includes objects involved in this action and
its result as a geometrical configuration of objects. And all
the parts of the cognitive models will be associated with the
words that appear in the text body in question.

Within the proposed model, text analysis becomes
cognitive-driven, and the parser plays a subordinate role in the
process. In processing ellipses resolution based on cognitive
models, it is possible to synthesize text that describes the
geometric situation and compare the text generated with the
text to be analyzed. Ontology contains theoretical knowledge
in the area of plane geometry and knowledge of methods of
solving plane geometry tasks of various types (computational,
construction, challenge for proof). Ontology takes the burden
of solving the problem and creating the drawing accompanying
solution (visualization of solution). The Cognitive Analyzer
of text runs incrementally and transmits the converted and
meaningful text to the ontology in the language required by
the ontological block.

A. The structure of cognitive models of objects and actions

The cognitive structures correspond to the semantic struc-
tures of the situations described in text. They should be aligned
with the narrative structures of sentences. A word can have
multiple values, but only one meaning, at least in mathe-
matical texts. Ellipsis (omitting words, economy of text) is
possible because the preceding text determines unambiguously
(uniquely) the meaning of each word and situation, and the
meaning remains unchanged. In cognitive model of object,
the following relationships are important:

« object can perform some actions;

« object can be subjected to action of other objects;

« object can have spatial and temporal relationships (earlier,
later, already built, already given) with other objects;

« object can be composed of some other objects;

« object can be a part of some other object (objects);

« object has properties, some of which (call them actant
ones) are related to the actions that the object commits
(intersects-intersecting, lies - lying) or the actions that
are committed over it (has been given - given, has been
formed — formed, cut off, embedded). Thus, the actant
properties of objects are directly displayed in the morpho-
logical forms of the words describing these properties;

« the relationships between the properties of one geomet-
rical object, between object and its parts are realized
through implications: if "‘center"’, then "‘a circle"’; if

radius"’, then a "‘circle"’; if "‘circle"’, then "‘circum-
scribed about or inscribed in"’; if "‘inscribed in"’, then

"‘in an object"’; if "‘bisector"’, then "‘bisector of an

angle"’; if "‘bisector of angle"’, then "‘the vertex of angle

from which it originates"’; if "‘bisector"’, then "‘the angle
from which it comes is divided in half"’; if "‘bisector"’,
then "‘it is the axis of symmetry of angle divided in half

by this bisector"’.

"ne "ne
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With cognitive patterns, we associate such phenomenon as
a cognitive wait for appearing certain words and narrative
constructions in the text. All cognitive models can be explicitly
defined based on geometric semantics, and are associated with
speech parts and typical collocations with their grammatical
categories at the sentence level. The creation of cognitive
models of objects and actions for plane geometric tasks in
the proposed approach is performed in a step-by-step mode
by the use of a given text corpus. An example of creating a
cognitive model "Bisector" across the text of many tasks is
shown in [9].

It is a problem of considerable interest to apply plausible
reasoning for the resolution of ellipses, including analogy, gen-
eralizations, specialization, use of implications, forming hy-
pothesis and many others. Example 2 (Section 1.3) “Anemones
discard tentacles, crayfishes — claws, lizards — tail” can be
resolved by analogy. Anemones, crawfishes, lizards are living
things, tentacles, claws, tale are parts of their bodies, then
crayfishes, claws and lizards, tail can be connected by the
action "discard".
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III. CONCLUSION

The processing of ellipses is given in a specific system
of plane geometry tasks with a natural language description.
The ellipse resolution is based on using in parallel the syntax
structures of sentences and the geometry semantics. A broader
approach to ellipses processing based on cognitive semantics
has been proposed. The approach gives a classification of
ellipses (across a geometric text corpus) and introduces the
cognitive models of geometry objects and actions. The model
proposed allows to view the structure of automated analysis
of geometric texts as a cognitively controlled parsing. Further
research is envisaged in two directions:

1) enhancing the capacity of the existing system;
2) algorithmization and software implementation of the
cognitive approach.
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QJIJINIICUCHI B TEOMETPUYECKUNX TEKCTAX
Haitnenosa K. A.
BoenHo-MeunnHCKasi akageMust
Camkr-Ilerepbypr, Poccus
Kyp6aros C. C.

HUIIDBT OAO - AO «<HUIIDBT»

Mocksa, Poccus

Amnnoranus. B pa6ore onncana 06paboTKa 3JJIMIICHCOB B

KOHKDETHOH CHCTeMe pelleHUs IJIaHUMEeTPUIeCKUX 3aJa4
10 OTIMCAHUIO HA €CTECTBEHHOM SI3BIKE U TIPEJIJTOXKEH OOt
IO/IX0JT K 06paboTKe IJITUICHCOB HA OCHOBE KOIHUTUBHOI
CeMaHTHKH. Pazpernrenne sjumrcnca 0a3mpyercs Ha Ta-
paJulen3Me CUHHTAKCUYeCKUX CTPYKTYP U UCHOJIb30BaHUU
CEMAHTHUKY reomMeTpun. /ambr mpumepbr 00pabOTKY U O~
CaHbl OrpaHUYeHUs. BblesIeHbl TUIBI JITUICUCOB, HAaU-
6oJtee IaCTO BCTPEUAIONMINXCI B T€OMETPUIECKUX 3aa9aX.
IIpetozken moaxoT K PACHO3HABAHUIO IJIIUIICHCOB U X
paspelleHus B aclleKTe KOTHUTHUBHOM CeMaHTHUKU.

KiroueBnie cioBa: QJIJIMIICHUC, T'eOMEeTpUYEeCKHe 3a1a4H,

KOI'HUTHUBHAaA CEMaHTUKa.



