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Abstract—This work seeks to develop universal de-
tection methods for identifying chronological or pseudo-
chronological order of occurrence of terms in a given
subject area. To solve the problem of reconstruction of
the chronological order of words and terms, it is proposed
to use three methods: the method of word formation,
the method of dictionary use, and finally, the method of
hyponyms and hyperonyms.

The method of word formation can be divided into
several ways in relation to the problem: the prefixal method,
the suffixal method, the prefixal-suffixal method, the non-
suffixal method and the merging method. Prefixal method
of word formation forms a new word by adding a prefix
to the base. The suffixal method of word formation forms
new words by adding a suffix to the base. Prefixal-suffixal
method is based on the two methods of word formation
described above. The non-suffix method forms new words
using a zero suffix. The merging method forms new words
by adding existing words. The method of using etymological
dictionaries makes it possible to identify the exact sequence
of the terms according to the available accurate data
collected by such people as Max Vasmer.

Each method builds the order of words and terms as
they appear and is taken with a certain confidence factor
of that order.

I. INTRODUCTION

It is known that different words in Russian language
can have either direct or indirect connections.

In addition to the usual everyday words in the Russian
language is a special category of words, referred to as
terms. Terms represent an area of special vocabulary
of the language formed as a result of scientific and
technological progress.

Terms are created by a person to be able to commu-
nicate in various special areas. They should accurately
reflect the results of people’s experience and practice.
Terms should be concise, specific, precise, and unam-
biguous. Terms can be formed by monosyllabic nouns,
complex words, phrases, etc.

For example, monosyllabic nouns could be the word
soil ('mousa’), politics (‘monurtuka’), regions (’peruo-

HB!), enterprises (‘mipeanpustus’), economy (’IKOHOMH-
Ka’).

For example, complex words could be the word
agriculture ("3emuienenue’), engineering (" MalIMHOCTpPOE-
uue’), biosphere (’6uocepa’), pricing (’eHooOpazoBa-
Hue’).

For example, phrases could be the word informa-
tion security pricing (' uH(pOpMaIMoHHas 6€30IMaCHOCTD’ ),
economic growth pricing (’aKOHOMHYECKHUit pocT’).

Special terms of a particular subject area are usually
collectively described in a Glossary, where each term is
an object containing both name and definition.

For example, ’1eHbru - 0coObIil TOBAp, BBIIOMHSIOMINIT
POJIb BceoOIIero SKBUBAJICHTa IIpU 0OMeHe TOBapoB, (op-
Ma CTOMMOCTH BCEX APYTMX TOBapoB. JIeHbIW BHINOJHS-
10T (DYHKIIMM: Mepbl CTOMMOCTH, CpPEeJCTBa OOpaIleHus,
cpeacTBa 00pa30BaHUsl COKPOBHIII, CPEJICTBA IUIATEkKA U
MHPOBBIX JeHeT.’

Glossary is user-friendly, as it contains terms together
with their definitions, also including links. Over time,
some terms become obsolete and go out of circulation.

For example, ’'4yexaHka - mojy4yeHue peibeHbIX H300-
PpaKeHMii Ha JTMUCTOBOM MeTaie. YekaHka: sBJISeTCS OA-
HFM U3 JPEBHEHINX BHIOB XyTOXKECTBEHHOH 00paboTKN
MeTalIa; BBIIOJHSETCS yIapaMyd OCOOBIM MOJIOTKOM IO
YeKaHaM; BeJIeTCS 10 TIOBEPXHOCTH METAIMIECKOTO JIH-
CTa, MOJOKEHHOIO Ha MACTUYHYIO MOIIOKKY U3 0CO00M
cMoJtbl. Pa3nmyaanT MexaHN3MpOBaHHYIO U PyYHYIO YeKaH-

s

KY.
Obviously, there is a need to rank the terms by the
time of appearance relative to each other.

II. METHODS

To implement the task of searching for the chrono-
logical order of words and terms, we need to use a
method that allows us to determine the sequence of their
appearance relative to each other by two given terms.
We assign to each method a degree of confidence in the
correctness of its work. While choosing the final result,

285



we will give preference to the method with the greatest
confidence.

The following is the description of three methods for
identifying the order of appearance of terms.

The first method is based on comparing morphemic
structures of given terms. There is a system that al-
lows dividing the input word by morphemes with high
accuracy. It is not limited to the scope of a particular
subject area, so the resulting morphemic structure of the
term allows application of the word formation rules of
the Russian language, in which the greatest interest are:
prefixal, suffixal, prefixal-suffixal, non-suffixal. Also, to
the above methods, another method of merging is added.

Prefixal method of word formation forms a new word
by adding a prefix to the base. In the discussed case,
only nouns and adjectives are used as terms, so it is
necessary to determine if a certain term originated earlier
or later, however it is not difficult. It is worth noting that
the prefixal method of word formation does not cause a
jump between parts of speech: a noun is obtained from a
noun, an adjective is an adjective. For example, the word
demobilization (" nemoounu3anus’) was formed from the
word mobilization ("mo6unuzanus’) prefixed way, or the
word prediction ('npeackasanue’) is derived from legend
(’ckazaHue’).

Terms can consist of only two parts of speech-adjective
and noun, terms that are verbs, as well as other parts of
speech, are not expected to be found, so the scheme of
the prefix method in relation to parts of speech is as
follows:

Adjective

A 4

Adjective

Noun Noun

\ 4

Figure 1.
adjectives.

Scheme of the prefixal method in relation to nouns and

This scheme does not contain such parts of speech as
the verb, adverb, and others, because in this paper the
consideration of these cases is not required.

The suffixal method of word formation forms new
words by adding a suffix to the base. This method differs
from the previous one, because a noun, an adjective and
a verb can be formed from a noun, while a verb and an
adverb from an adjective. But since we are interested in
the formation of nouns and adjectives in this problem,
let’s consider the cases when either a noun forms a
noun or a noun forms an adjective. For example, the
word market ("pbiHo4Has’) formed from the word market
(CpwiHOK’) suffixal way.

Terms can consist of only two parts of speech-adjective
and noun, terms that are verbs and other parts of speech,

are not supposed to be found, so the scheme of the
suffixal method in relation to parts of speech is as
follows:

Adjective

Noun

MNoun

Figure 2. Scheme of the suffixal method in relation to nouns and
adjectives.

This scheme does not contain such parts of speech as
the verb, adverb, and others, because in this paper the
consideration of these cases is not required.

Prefixal-suffixal method is based on the two methods
of word formation described above. In the case of using
nouns and adjectives with the help of word formation
prefixal-suffixal way to get the same parts of speech
(adjectives and nouns), just like in the suffixal and
prefixal ways. An example of using this method can be
seen in a couple of words: armour ("opyxwue’) and disarm
(" 06e30pyKHUTDH).

The scheme of operation of the prefixal-suffixal
method in relation to parts of speech is as follows:

Adjective

Noun

MNoun

Figure 3. Scheme of the prefixal-suffixal method in relation to nouns
and adjectives.

This scheme does not contain such parts of speech as
the verb, adverb, and others, because in this paper the
consideration of these cases is not required.

The non-suffix method forms new words using a zero
suffix. Thus the zero suffix in the letter and in the speech
is not expressed in any way. The non-suffix method
allows you to change part of speech. Thus, a noun can be
formed from a verb, an adjective or a noun, an adjective
from a noun, an adjective and a verb. An example of this
method of word formation is a pair of words: smooth
surface (Crimagp’) and smooth (Crimagkmii’).

The non-suffix method, like prefixal, prefixal-suffixal
and suffixal, very comfortable. It is easy to identify and
recognize, but if we know what word from what was
formed. But we are faced with the inverse problem-to
identify the order of an unknown method, if it can be
applied at all. There is a complexity especially in the case
of suffixal and non-suffix method. It is not always clear
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what method is used. It is precisely such cases that give
rise to uncertainty. In other words, we either guess with
the answer or not, and the probability of hitting about 50
percent. For the study of such cases, this method gives an
inaccurate result, which means that the confidence factor
will also not reach the highest.

The scheme of the non-suffixal method for parts of
speech for our problem is as follows:

Noun Noun

A 4

Adjective — Adjective

A 4

Figure 4. Scheme of the non-suffixal method in relation to nouns and
adjectives.

This scheme does not contain such parts of speech as
the verb, adverb, and others, because in this paper the
consideration of these cases is not required.

The merging method forms new words by adding
existing words. In this case, between the words can be
put a hyphen. In some cases, between the components
of the final word can be put a connecting letter, such as
0’ or ’e’. Often merging words forms a new word by
removing the end (sometimes suffix) of the first word
and joining the second. Accordingly, part of the speech
of the resulting word will be determined by part of the
speech of the second word.

As an example, the word ’agriculture’ (*3emienenue’),
which is formed by merging the basics of "land’ (*3emuir’)
and ’deeds’ ("men’) with the addition of the letter e’
between them.

The scheme of operation of the merging method in
relation to parts of speech for our problem is as follows:

Moun, Adjective, Numeral, ...

&,

Adjective Neun
A 4 E
Adjective MNeoun

Figure 5. Scheme of the merging method in relation to nouns and
adjectives.

This scheme does not contain such parts of speech as
the verb, adverb, and others, because in this paper the
consideration of these cases is not required.

Certainly when it comes to the methods described
above, using the first method can give rise to ambiguity,
that is, it will definitely not be clear which term was
formed first, the first from the second or vice verse. It
is impossible to solve this ambiguity with the help of
the first method, leading to potentially inaccurate results,
and, therefore, reducing the confidence factor for this
particular method. Inaccuracies can be resolved with the
following method.

Let us consider the method of identifying the order
of terms based on their use in etymological dictionaries.
Currently, a large number of dictionaries exists, where for
every term there can be found another term, from which
the first one was formed. This "other" term is spelled
out explicitly, and finding it leads to a correct result. The
method does not generate ambiguities, the only problem
is that it may not give the desired result when either the
term itself or the etymologically original term are not
described in the dictionary. That is, the method with the
overall final result will be taken into account with a large
confidence factor, unlike other methods.

At the moment, created etymological dictionaries,
which include a huge amount of words. For each word,
you can find information that describes the origin of the
word. So, for example, for the term ’policy’ ("monuTuk’)
in etymological dictionaries it is possible to find the word
from which it is formed. Let us turn to the etymological
dictionary of Max Vasmer translated into Russian. In
addition to other information, we can highlight the main
related to our task. In relation to our example, we can get
information that the term ’policy’ ('monutuk’) is formed
from the word ’city’ (ropox’). Or, for example, another
example, where the term ’society’ ("oOriecTBo’) comes
from the word ’general’ ("o6mmii’). This information
gives a complete and error-free result, because the in-
formation in the etymological dictionaries is reliable.

However, in etymological dictionaries is not always
found the right word with the necessary information. In
this case, you can apply the method of word formation
using the above methods, such as prefixal, prefixal-
suffixal, suffixal and non-suffixal. A word close to this
can also be found in the etymological dictionary.

Finally there is the method of identifying the order of
terms based on the allocation of generalization and quo-
tient, better known as the problem of finding hyponyms
and hyperonyms.

Hyponym (Greek. umo-under, below + ovopuc - name)
is a concept expressing a particular entity in relation
to another, more general concept. Hyperonym (super) -
a word with a broader meaning, expressing a general,
generic concept, the name of the class (set) of objects
(properties, features).

A hyperonym is the result of a logical generalization
operation or, in a mathematical sense, a complement to
a set.
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Hyponym

Hyponym
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Hyponym

Hyponym

Hyponym

Figure 6. Hyponyms and hyperonym.

If one of the terms is a hyponym, and the other is
a hyperonym, and they have a common word, then the
hyperonym appeared before the hyponym.

For example, for the pair of terms: art ("uckyccTBO’)
and theatre arts (’TeaTpajbHOE UCKYcCTBO ), the term art
is the hyperonym and the term theatre arts — hyponym,
which suggests that the term theatre arts came later of
the term art. The complexity is represented in a situation
where hyponym and hyperonym are not syntactically
similar. In this case, it is impossible to determine which
concept arose earlier without any additional information.

Therefore, this method does not always produce a
correct result. Hence, the confidence factor will not be
high.

Of course, in the Russian language in addition to the
above difficulties, there are other ambiguities and obsta-
cles to solving problems related to computer linguistics
in General. Consider one of these problems.

Polysemy, or polysemy of words occurs due to the
fact that the language is a system limited in comparison
with the infinite variety of reality, so that in the words
of academician Vinogradov, " the Language is forced to
carry countless meanings in one or another headings of
the basic concepts."

This problem could be another difficulty in achieving
this goal, but in our task the work is done with a specific
Glossary. It is convenient not only because it contains a
large number of terms, but also because of the identified
links and definitions.

Thus, there is no problem of ambiguity of understand-
ing of terms. Connection with other concepts allows you
to analyze the proximity of terms and the order of their
appearance.

III. CONCLUSION

Thus, several methods are proposed to solve the prob-
lem of ranking terms by the time of their appearance
and to identify the chronological or pseudo-chronological
order of occurrence of terms in a given subject area.
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PABPABOTKA YHUBEPCAJIBHBIX METO/IOB
BBISIBJIEHM A XPOHOJIOTHMYECKOI'O WJIA
ICEBJIOXPOHOJIOT'TYECKOI'O ITOPSIJIKA

BO3HUKHOBEHW I TEPMUHOB B 3AIAHHOM
IPEJIMETHOM OBJIACTH

drmmonosa E. A., Conosses C. 0., ITonskosa U. H.

B pa6ote ctaBuTcs 3a1a4a pa3pabOTKH YHUBEPCATbHBIX METOIOB
BBISIBJICHHS] XPOHOJIOTMYECKOTO HMIIM TICEBIOXPOHOJIOINUECKOro
HOpsAJKa BO3HHKHOBEHHS TEPMHUHOB B 3aJaHHON IpeIMETHOMN
obsacty. I pemenus 3aJadi PeKOHCTPYKIMU XPOHOJIOrnde-
CKOT0 HOpsi/ika BOBHUKHOBEHUS CJIOB U TEPMUHOB IPe/iJIaraeTcst
HCIIONb30BaTh TPH METOAA: METOJ CJIOBOOOPA30BAHMS, METO[
WCHOJIB30BAaHUS CJIOBapeii, a Takke MeTOJ] T'MIIOHUMOB U THIle-
POHHMOB.

Merton ci0BOOOpa30BaHMS MOXHO Pa3leNUTh HA HECKOJb-
KO CIIOCOOOB NPHMEHUTENILHO K IOCTaBJICHHOW 3ajave: INpH-
CTaBOYHBIN C1oco0, cydpUKcaTbHbI CMOCO0, MPUCTABOYHO-
cypdukcanpHblii cnocod, OeccyddUKCHBIT cnocod U cro-
co6 cimsiaus. ITpructaBouHEI criocod c10BooOpa3oBaHust (Hop-
MHpYeT HOBOE CJIOBO [A00aBJICHHEM NPHUCTaBKM K OCHOBE.
Cyddukcanbhplii ciocod cinoBooOpa3oBaHus (POpMUPYET HO-
Bble cJoBa jo0OaBieHueM cyddukca K ocHoBe. IIpucTaBoyHO-
cydduKcanbHBIil cIocO® OCHOBAaH Ha ABYX OINMCAHHBIX BBIIIE
crnocobax cioBoobpasoBanust. beccyddurcHsiii criocod popmu-
pyeT HOBBIE CJIOBA IMPU MOMOLIM HyJeBoro cydgukca. Crocod
cistHAs (POPMUPYET HOBBIE CJIOBA CIIOKEHUEM YiKe CYILIECTBYIO-
LIUX cJI0B. MeTOx MCIOIb30BaHMS STUMOJIOTUUECKHX CJIOBapei
TO3BOJISIET IO MMEIOIIMMCsI TOYHBIM JIaHHBIM, COOPAHHBIM TaKH-
MU JobMH, Kak Makc ®acMmep, BHISBUTh TOUHYIO IOCJIE/IOBA-
TEJIBHOCTh BOSHUKHOBEHHSI TEPMHHOB.

Kaxnapiii 13 METO0B CTPOUT MOPAAOK CJIOB U TEPMUHOB I10
Mepe uX MOsIBJICHUs U OepeTcs C OnpeaeeHHbIM Ko duIieH-
TOM YBEPEHHOCTH 3TOTO IOPsIKA.
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