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Abstract—This article reviews the benefits of integration
neural network and semantic models for building decision-
making systems. There purposed an approach to the
integration of artificial neural networks with knowledge
bases by inputs and outputs and the specification of these
networks in the knowledge base using the ontology of
the respective subject domains. The proposed approach
is considered on the real production problem of JSC
�Savushkin Product� for quality control of marking on
products.
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INTRODUCTION

Despite the significant results obtained in different
directions of research in the field of artificial intelligence,
the problem of integration of such results is gaining
more and more relevance. A large number of problems
that should be solved by modern intelligent systems (IS)
require the joint use of different models of problem
solving and models of knowledge representation. In turn,
the integration of different models of this kind within a
single system often presents significant challenges due
to the development’s isolation of these models.

Currently, one of the most actively developed direc-
tions in the field of artificial intelligence is the direction
related to problem solving based on machine learning
methods. The popularity of methods for problem solv-
ing based on machine learning is largely due to the
development of theoretical models of artificial neural
networks (ANNs) and productive hardware platforms for
their implementation. The variety of architectures, meth-
ods, directions and ways of ANNs using is constantly
increasing.

However, it should be noted that not all problems are
convenient to solve with the using of machine learning
because the complexity of modern tasks creates the need
to integrate different approaches to problem solving. It

is the common situation when systems, that use neural
network algorithms, are in need for additional semantic
analysis of results of ANNs work and decision-making
on the basis of this analysis.

In this regard, there is a need to develop approaches to
the building of systems that can use both neural network
and semantic models, as well as able to combine these
models in the search for problem solving. There are two
main requirements for such a system:

• flexibility in adding new models;
• adaptivity to existing models changing.
This article will consider an approach to the building

of such systems on the example of a subsystem of
marking quality control for the company JSC ”Savushkin
product”.

I. FORMULATION OF THE PROBLEM

A. General statement of the problem

This article discusses the use of integration of artificial
neural networks with knowledge bases to solve problems
of a particular class, the general condition of which can
be formulated as follows: it is necessary to perform a
semantic analysis of the results of the machine vision
system with use of the knowledge available in the system.

In the formal way the general condition can be for-
mulated as shown below. There is a signal of fixed size
s. For the machine vision system it is required to find
the transformation f of this signal satisfying the set of
constraints Rf in the feature space [1]:
F q∗d

F ⊆ S × V
where q is the number of simultaneously tested signals,

d is the length of the time interval, S is the set of signals,
F is the set of product features, V is the set of feature
values. Moreover, it is required that f should be such
that there is a transformation g:
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g ⊆ V q∗d ×D,
satisfying a set of constraints Rg , where D is a set of

decisions, the simplest of which are:
• notifying the operator;
• stopping the process;
• making fixes in some devices if possible;
• moving the video camera;
• cleaning the video camera;

B. Approach to solving the problem

This problem solution consists of two parts, described
by transformations f and g, the implementation of which
must be integrated to obtain a system that provides a
complete decision. In this paper, it is proposed to use
models based on artificial neural networks to implement
the transformation f , respectively, to implement the
transformation g, it is proposed to use ontologies based
decision-making models. Thus, the results obtained by
the authors in [1], devoted to the integration of ANNs
with knowledge bases, will be used in this work.

This integration can be considered at different stages
of building partial decisions:

• the training of ANNs for recognition;
• data supply to the input of ANNs;
• ANNs work results processing
• decision development on action or inaction on the

basis of the knowledge base.
The first step is to select and train the model to solve

the first part of the problem. Integration is appropriate
if these choices and training are partially automated. For
example, under the condition that there is a system with
the knowledge base, which knows what models (ANNs)
can be used to solve the formulated problem and compare
on the grounds that there are restrictions in Rf . Or, the
system knows which training methods can be applied and
for which data sets (training samples), in which case the
system can manage the training process by passing this
data for training and testing.

The second stage is also reduced to ANNs manage-
ment and integration is appropriate in the presence of
a system with the knowledge base, storing knowledge
about the input data (eg, video signal).

At the stage of processing the results of ANNs, if
the network solves the problem approximately, and not
exactly, there may be situations when the results are
not validated on the data that were not included in
the training (or test) sample. In this case, integration
is possible if the knowledge base contains knowledge
about the required feature properties from the set of
Rf constraints. If invalid conditions are detected, the
network can be adapted.

At the last stage, the feasibility and complexity of
integration depend on the type of model used for the
solution. In this case, the options for selecting the model
are as follows:

• ANNs similar to ANNs of the first subtask;
• ANNs is other than ANNs of the first subtask;
• not adaptable (trainable) model that are not related

to ANNs;
• adaptable (trainable) model that is not related to

(being) ANNs.
The first option does not require serious integration or

requires integration by inputs and outputs, the second
option requires integration by inputs and outputs, the
third and fourth options require the most serious work
on the integration of models. The fourth option, unlike
the third one, does require the use of flexible knowledge-
based systems with developed means of knowledge rep-
resentation and adaptation of the knowledge base. The
complexity of integration in this case will depend on the
choice of a specific model to solve the second sub-task
(decision-making). These models can be attributed to:

• problem solving strategies as decision trees and
others;

• classical and non-classical inference models, includ-
ing fuzzy and Bayesian models of reasoning, non-
monotonic reasoning systems etc.;

• and others.

II. EXISTING APPROACHES TO SOLVING THE
PROBLEM

A. Integration approaches

The main approaches to integration are the following:
• integration by inputs and outputs, including control

and messaging transfer;
• integration by immersion, embedding one model

into another when one model is modeled (inter-
preted) by another.

Details of the implementation of these approaches
depend on the complexity of selected integrated models:
language, set of states and set of operations. For complex
models, immersion is a labor-intensive process, so the
choice of integration by inputs and outputs can be due
to reduced labor costs.

The advantages of the approach of integration by
inputs and outputs are the possibility of reducing the
labor costs of integration and higher performance of the
decision making.

B. Problems encountered in the task solving

The main problems that are solved by the models
integration:

• the reduction of labor costs for the complete deci-
sion making model development;

• satisfying restrictions on transformations describing
decisions, including its computational complexity,
in order to improve the efficiency and performance
of the entire system;

• obtaining a decision that has a model, i.e. the
decision implementation is not just a computational
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process, but a formula that has a model semantics
in a certain model of knowledge representation with
the necessary properties, in order to conduct a se-
mantic analysis of the obtained decision and explain
its results and continue the process of adaptation and
integration.

The benefits are reduced labor costs, finding the most
efficient (productive) solution, and building a flexible
system focused on these benefits.

III. PROPOSED APPROACH

A. Detailed problem description
The task of marking control is described in detail in

[1]. Brief description – the marking control module is
installed on the bottling line. It consists of a camera
connected to an industrial computer. The camera is fixed
in the box and installed above marked covers. The system
shall ensure continuous monitoring of marking quality.
Next, we consider in more detail the analysis of the main
reasons for obtaining defective marking and typical ways
to eliminate them.

• no ink. If empty bottles start to go, it means the
printer is out of paint. The system can access it
additionally (since the printer is connected to the
network) and check the availability of ink.

• camera shift. the system knows that batch bottling
has started, but there are no positive recognition
results from the camera.

• incorrect marking. The marking is recognized,
transferred to the system, but it does not match the
reference – so there was an error when specifying
the text marking and it is necessary to stop the
bottling process and notify the operator.

• unreadable marking. The marking is not recog-
nized – one or more digits are not recognized, so
the printer nozzles are clogged – you need to stop
the filling process and notify the Instrumentation en-
gineer about the need to clean the printer nozzles. It
is desirable to remove the bottles with the incorrect
marking of the pipeline.

B. Technology
The proposed approach is based on the OSTIS tech-

nology ( [2], [3], [4]) and its principles. The OSTIS
technology uses models of knowledge representation and
processing focused on the unification and work with
knowledge at the semantic level. The basic principles
and models used in the approach include:

• knowledge integration model and unified semantic
knowledge representation model [1], which is based
on the SC-code [2];

• principles of situational management theory [5];
• ontological model of events and facts in knowledge

processing [6];
• multi-agent approach [7];
• hybrid knowledge processing models [8].

IV. ARCHITECTURE OF THE PROPOSED SYSTEM

As mentioned above, the proposed subsystem of mark-
ing quality control is developed on OSTIS technology.

The system, developed on OSTIS technology, is called
ostis-system. Each ostis-system consists of a platform-
independent implementation of a unified logical-semantic
model of the system (sc-model of a computer system)
and a platform for the interpretation of such models.
In turn, each sc-model of a computer system can be
decomposed into sc-model of knowledge base, sc-model
of problem solver, sc-model of interface and abstract sc-
memory which stores the constructions of the SC-code
[2].

Based on this, the developed system, like any ostis-
system, has three main parts:

• sc-model of interface. Describes the SCADA-
system project [9], which can be used to track the
decisions made by the system, including decisions
about the need of an engineer’s involving. Also
here the engineer can set a sample to configure the
system to recognize markings on new products.

• sc-model of knowledge base. Describes the knowl-
edge base [10] of the system, which contains all the
necessary knowledge for decision making, such as
logical rules, statements, current markings, device
states and etc. The knowledge base of the system
of quality control marking is described in the VI
section.

• sc-model of problem solver. Describes problem
solver based on the multi-agent approach ( [8],
[11]). Contains a set of internal and external agents
that work with the knowledge base. With the help of
these agents, problem solver can initiate the recog-
nition process, implement the reverse inference (
[12], [13]) on the recognition results, call external
programs for decisions implementation, prepare a
decision for the engineer’s terminal. The problem
solver of the subsystem of quality control marking
is considered in more detail in the VII section.

Also system has additional modules such as:

• device serving image marking. For the knowledge
base, these devices are represented by agents that
are initiated by the recognition request.

• marking recognition module. The task of this mod-
ule is to localize and recognize product markings on
the image. This module is described in more detail
in V section.

• robotic subsystem control module. This module has
access to the subsystem that directly carries out
the marking of products. The task of this module
is implementation of system decisions that can be
taken without the involvement of the engineer, such
as marking updates, switching the subsystem on and
off, etc.
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The figure 1 shows the general diagram of all modules
interaction of the system of marking quality control.
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Figure 1. Diagram of all modules interaction of the system of quality
control marking

V. STRUCTURE OF THE RECOGNITION MODULE

To solve the problem of caps marking detection we use
two different approaches. One of them is a component
of the real system, which already used in the work.
Another approach is still being explored and this section
is dedicated to it.

To solve caps detection task we used deep neural
network SSD (Single-shot detector) [14]. A main feature
of this architecture is that it detects objects in images in
one pass (one-look), without solving two independent
tasks (localization and classification). Using of such
network gets acceptable speed of objects detection, and
with modified classificator (for example, Tiny SSD or
MobileNet SSD) allows to work in real-time mode ( [15],
[16]). Use of networks such as Faster-RCNN [17] gives
better efficiency, but fundamentally unacceptable for real-
time applications because of the high resource intensity
[18].

SSD-network as the YOLO-network [19], belongs to
category of one-look methods, which solve detection task
with using only one network. A schematic representation
of the architecture is shown in figure 2. SSD has a typical
structure inherent to convolutional neural networks [20].

Figure 2. SSD-network architecture

On output of SSD-network we gets coordinates of
rectangle boxes, which contains objects and labels for
each box, which represent class of object.

We note main features of this network.
• It differs from other single shot detectors (in par-

ticular, from YOLO) in that each layer of the

model participates in the formation of information
about objects and their location (taking into account
the scale of these objects – each subsequent layer
detects objects of larger size than the previous one)
(figure 3);

• It uses pretrained neural network (VGG16 [21],
ResNet50 [22], etc.) as a base item, which is in-
tegrated into the SSD network and forms features
maps that are used to make decisions about the
position and class of objects. These networks trained
on massive set of images. As a alternative path to get
pretrained network is a use of special pretrain pro-
cedure [23]. Layers for classification are discarded;

• The network uses the Non-Maximum Suppression
algorithm to reduce the number of generated boxes;

• Each item of feature map forms set of default boxes
(or anchors), which differ in scale and aspect ratio.

• Network is trained until for each anchor gets right
prediction for its class and offset.

Although SSD-network with VGG16 works faster in
contrast with networks, which use a two-stage process,
this architecture cannot be considered as a working
version to detect in a simple mobile systems. In this
case it seems appropriate to use the MobileNet as a basic
convolution network. MobileNet can significantly speed
up SSD-network, therefore makes possible to process the
video stream received from the camera over the pipeline
in real-time mode. The main feature, due to which an
increase in processing speed is achieved, is that Mo-
bileNet contains fewer number of parameters compared
to VGG16, but it is not inferior to it in efficiency [16].
Reducing the number of parameters in turn is achieved
by using a Depthwise Separable Convolution.

Figure 3. Localization of objects on feature maps of different sizes
[14]

Structure of the caps detection system. SSD-network
has one significant drawback – poor ability to detect
small objects in the image ( [24], [25]) This is due
to the fact that the feature maps of this network have
low resolution. Therefore, when designing a system for
the detection of caps and labels with the subsequent
recognition of the individual chars, which are included
in the label, we must perform the decomposition of the
general task into two subtasks.

• Detection of caps and labels. At this stage the
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missing labels are detected and a decision is made
to send message to the operator about incorrect cap.

• Detection and recognition separate chars. The de-
tection and recognition of chars and the formation
of the marking representation are perform at this
stage.

Both of these tasks can be solved using SSD-network.
But in the case of using one detector for detection
and recognition of all objects of interest (caps, labels,
individual characters) is impossible to ensure acceptable
quality of work for individual characters, because the
original image will be scaled to the size, which makes
the detection of the symbols a difficult task.

Therefore we used two separate SSD-networks for
detection of caps/labels and recognition chars. First net-
work detects two classes of objects (caps and labels),
then feeds image of label to second network in original
quality.

Description of training set and features of labeling To
solve the task of detection of caps and labels, the training
set preparation consisted in manual processing of images
with the definition for each image characteristics of
rectangular areas (boxes), which include caps and labels
(length, width, coordinates of the upper left corner).

As a result, a total set of 940 images was prepared,
80% of which form a training set, and the remaining 20%
- a test set.

Example of image labeling is presented in fig. 4.

Figure 4. Example of image labeling

Estimation of recognition efficiency The mAP (mean
average precision metric) was used to evaluate the de-
tection quality of caps and labels. This metric is the de
facto standard of metrics used to evaluate the quality
of models used for detection [26]. It is used together
with its modifications computed for various threshold
values of IoU (Intersection over Union, a quantity called
the Jaccard index). Value of IoU is calculated by the
formula:

IoU =
Sground true ∩ Sbox

Sground true ∪ Sbox
(1)

where Sground true defines the area of the etalon box,
which uses to labeling of the training set, and Sbox is
the area of the detected box.

As you know, the precision is calculated by the for-
mula

P =
TP

TP + FP
(2)

where TP and FP denote, respectively, the number
of true-positive and false-positive detection results, and,
accordingly, P determines the share of correct detections
in the total number of detections received by the neural
network.

With respect to the object detection task, the number
TP determines the total number of rectangular areas
for which the value of IoU calculated with respect to
ground-true boxes is greater than some given threshold
(usually the threshold of 0.5 is chosen). Thus, if the
value of IoU for such a predicted region exceeds 0.5,
the detection is considered to be true-positive. If there
are several detections for a given true region, then one
detection with the largest value IoU is selected, and the
rest are considered as FP .

The averaged value for all values of recall gives the
AP :

AP =
1

N

N∑

i=1

TPi

TPi + FPi
(3)

where N is the number of equally spaced recall values.
The value of mAP is obtained from AP by subse-

quent averaging over all available classes (for the solved
problem of such classes two are objects ”cover” and
”label”).

Results of objects detection and recognition After
training the SSD-network for detection of caps and labels
we have got the results of detection with efficiency
in mAP = 0.98 (on both classes). This is the result,
which in most cases guarantees an acceptable quality
of detection with the possibility of application in real
systems. Examples of detection are presented in Fig. 5.

Figure 5. Result of the detection objects by using SSD-network

SSD-network was trained during 4000 iterations, on
each of which the adjustment of network parameters was
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made for mini-batch, with size of 8 images. Evolution of
the mAP presents in fig. 6.

Figure 6. Evolution of the mAP during training

VI. STRUCTURE OF THE DECISION-MAKING SYSTEM
KNOWLEDGE BASE

A. Representation of the trained ANN in the knowledge
base

At this stage of integration, the knowledge base stores
the trained ANNs and following data about its:

• type of ANN;
• type of input data;
• set of recognized classes or output type;
• additional identifiers for linking objects in the

knowledge base and corresponding recognition en-
gine components

At this stage, it is necessary to specify the type of
ANN when there are several different ANN of a certain
type in the system and there is a need to make a decision
on the use of a particular network. The system should
independently make a decision on the basis of knowledge
about the recognized object, and therefore there is a need
to describe in the knowledge base the entire hierarchy of
subject domains of ANN proposed in [1]. With the help
of this hierarchy of subject domains, it is possible to
describe such important for making decisions knowledge
about the use of the trained ANN as:

• class of problems solved by ANN;
• architecture of ANN;
• the average work time of ANN;
• quality of recognition;
• and others.
In addition, such a detailed description of the trained

ANN in the knowledge base can be used to provide
information support to the engineer who will update the
architecture or retrain the ANN.

A lot of IDs in an external module is used to communi-
cate the results of the recognition module with fragments
the knowledge base. For example, it is necessary to
make a clear matching between the recognized classes
in the recognition module and the corresponding classes
in the knowledge base. Different recognizable classes
from different trained ANN in the recognition module

can correspond to the same recognized class from the
knowledge base. Naturally, when moving to the next
stage of integration of semantic and neural network
models and the implementation of neural network models
on OSTIS technology, the need for a set of integration
identifiers will disappear, and the system is designed
in advance so that the removal of this set occurs with
minimal effort.

Figure 7 shows a piece of the knowledge base that
describes two trained ANNs, where one classifies the
image and the other classifies the text. Also, each net-
work has a set of recognizable classes that intersect in
the knowledge base, but these classes are different in the
recognition module.

Figure 7. Representation of trained ANNs in the knowledge base

B. Representation of logical rules for decision making

To make decisions, the system must have a set of
implicative and equivalence tuples, which for brevity will
be called logical rules. According to these rules, the
reverse inference is used to make the decision or a set of
decisions. The rules are described in the knowledge base
using constant and variable sc-nodes and sc-connectors.
Inference works on the basis of such rules. Inference
uses the �if� part as search patterns in the knowledge
base. When matching the �if� part of a statement was
found, the system generates the knowledge described in
the �then� part of the implicative bundle of the used
logical rule. For logical rules, presented in the form
of equivalence tuples, the mechanism of its using is
similar, with the only difference that in place of the �if-
then� parts there can be any part of the equivalence tuple.

It should be noted that the logical rule can be the
specification of agents or programs. These specifications
are represented in the form of the implicative tuple,
in which �if� part describes the input data, and in
�then� part describes the output data. When making the
inference, the problem solver will use these logical rules
on a par with the rest, but when using these logical rules,
the appropriate agent or program will be called.

96



Each logical rule has the number of times it is used by
inference. This technique will allow the system to self-
learn and speed up the inference for trivial situations.

Logical rules are related to the specific subject domain
in which its are used. In the case of the task under
consideration, this is the subject domain of product
marking. Figure 8 shows a fragment from this subject
domain that describes the set of recognizable yogurt
bottles of a certain class, its current standard marking
of the current product that will be tested, the marking
photo and the marking recognition result by module’s
recognized.

Figure 8. Fragment of the subject domains of product marking for
bottles of yogurt X

The knowledge presented in figure 8 creates a pre-
requisite for the use of a logical rule for checking of
marking compliance to standard(figure 9). This rule is:
matching the marking of a product from a certain subset
of the marked product with the standard marking of this
subset is equivalent to the fact that this product belongs
to a set of correctly marked products. This rule should be
used after the recognition is completed in the first place
to effectively handle most of the situations that arise in
the system when the products are marked correctly.

However, before using the rule shown in figure 9, it is
necessary to compare the recognized marking with the
standard, for which it is needed to use a simple program
of string comparison. This program is bound to a logical
rule (figure 10), which says that if you apply to the input
of this program two strings, it will generate in memory
one of the three structures:

• strings are equal;
• the first string is greater than the second in lexico-

graphical order;
• the first string is smaller than the second in lexico-

graphical order.

C. Representation of the system work result

One of the most important features of the system is
the ability to explain made or proposed decisions. For
this purpose, the inference makes a decision tree in the
course. Decision tree stores the input recognition data,

Figure 9. Logical rule for checking of marking compliance to standard

Figure 10. Logical rule of using a program compared to two strings

the recognized marking, the chain of applied logical
rules and the applied (proposed for application by the
engineer) decision.

With the help of the decision tree, it becomes possible
to restore the chain of logical rules that led to the final
decision. The restoration of such a chain is not a trivial
task, since the use of reverse inference may lead to
deadlocks after using of logical rules, and the knowledge
generated as a consequence of using these rules may be
a prerequisite for using of other logical rules which will
lead to the final decision (or decisions).

VII. PROBLEM SOLVER OF DECISION-MAKING
SYSTEMS

The general problems of the decision-making system’s
problem solver are:

• access to the knowledge base;
• processing (analysis, verification and generation) of

knowledge;
• interaction with other modules of the system.
In OSTIS technology, problem solvers are constructed

on the basis of the multi-agent approach. According to
this approach, the problem solver is implemented as a set
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of agents called sc-agents. All sc-agents interact through
common memory, passing data to each other as semantic
network structures (sc-texts).

Initiation condition of the sc-agent is some event in the
knowledge base. These events are changes of temporary
non-belonging to the temporary belonging of the element
to the situative set, which is interpreted as a set of sc-
agent initiation commands. Each command represents the
data that will be processed by the sc-agent. This data can
be a single sc-element and its semantic neighborhood
available in common memory, or some structure (sc-
structure) linked by such a sc-element [8].

After the operation started and executed, the temporary
belonging is replaced with a temporary non-belonging,
however, new temporary belonging may appear that will
initiate the work of other sc-agents.

Sc-agents can be divided into external and internal.
External sc-agents interact with the knowledge base but
are its not part of it. Internal sc-agents are part of
the knowledge base and can be implemented using the
internal language called SCP.

It should also be noted that some agents may be non-
atomic. This means that two or more other sc-agents are
used to implement its functionality.

Copies of the same sc-agent or functionally equivalent
sc-agents can operate in different ostis-systems, while
being physically different sc-agents, since it is assumed
that the proposed system can be used in other systems
of quality control marking, and some sc-agents can be
used in other decision-making systems. Therefore, it is
advisable to consider the properties and typology not of
sc-agents, but of classes of functionally equivalent sc-
agents, which we will call abstract sc-agents.

A. Abstract non-atomic sc-agent of marking quality con-
trol system

The whole problem solver of the system under con-
sideration can be represented as a decomposition of an
abstract non-atomic sc-agent of quality control marking
system, which is presented in figure 11.

Before going to the consideration of the main sc-
agent, which is an abstract non-atomic sc-agent of quality
control marking system, there is a brief description of the
rest:

1) Abstract sc-agent of initiation the marking verifica-
tion process: external agent who receives a photo of the
marked product from the camera and creates a semantic
structure in the knowledge base that describes the product
for verification, a photo with its marking, as well as the
source of the photo (number of the camera from which
the photo was taken).

The figure 8 presents an example of sc-structures,
which this agent creates in the memory.

2) Abstract sc-agent of the search ANN for recogni-
tion: internal sc-agent that reacts to the appearance of
a new product with a photo of marking. Since different

Figure 11. Decomposition of abstract non-atomic sc-agent of quality
control marking system

ANNs(different products, cameras and shooting angles)
can be used to recognize different marking sources, the
agent finds a suitable ANN in the knowledge base and
initiates its using with the help of an abstract sc-agent
interaction with the recognition module.

3) Abstract sc-agent of interaction with the recogni-
tion module: external sc-agent that reacts to the events
of ANNs usage from the recognition module. Receives
the pointer on the necessary ANN and input data. After
finish ANN work, it put the result of its work into the
knowledge base and then initiates the work of an abstract
non-atomic sc-agent of decision-making.

4) Abstract sc-agent for interaction with the robotic
installation control module: external sc-agent, whose
task is to make various external requests to the robotic
installation control module, such as checking the level
of paint in the printer, changing the marking label or
rejection of a certain bottle.

5) Abstract sc-agent of interaction with interface: in-
ternal sc-agent, whose task is to implement user requests
to the knowledge base.

B. Abstract non-atomic sc-agent of decision-making

The main task of the abstract non-atomic sc-agent of
decision-making is to develop and apply a decision about
the quality of the marking applied to the products. In
turn, this agent is decomposed into:

• Abstract non-atomic sc-agent of search decision;
• Abstract sc-agent of using decision;
• Abstract sc-agent of creation messages to the user;
• Abstract sc-agent of providing the reason of deci-

sion.
Abstract non-atomic sc-agent of search decision is

work on development of decision and compilation of
decision tree. Its functionality is implemented with two
agents:
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1) Abstract sc-agent of using reverse-inference: the
work of this sc-agent is initiated by an abstract sc-agent
of interaction with the recognition module immediately
after adding the recognition result to the knowledge base.
Figure 8 shows an example of the initial knowledge with
which this agent starts working.

The search for a decision is divided into two stages.
At the first stage, sc-agent checks whether the products
are correctly marked. At the second stage, which begins
only if the product is not correctly marked, there is a
search for the decision to the situation.

Since the sc-agent uses reverse inference, it starts with
the final states. At the first stage, it tries to use logical
rules before appearing one of the following semantic
constructions in the knowledge base:

• the product belongs to set of correctly marked
products(figure 12);

• the product does not belong to set of correctly
marked products(figure 13).

Figure 12. Example of the semantic structures describing the belonging
of the product to set of correctly marked products

Figure 13. Example of the semantic structures describing not belonging
of the product to set of correctly marked products

At the start work of agent tries to create sets of
logical rules(by pattern search), the application of which
will lead to the appearance of the necessary semantic
construction in the knowledge base. Next, it tries to apply
the most frequently used logical rule. The logical rule
can be applied when there is semantic construction in
the knowledge base that isomorphic to the construction
that was obtained by substituting nodes associated with
the processed product into a template from a logical rule.
This pattern is the first part of the logical rule, the second
part describes the knowledge that will be generated after
applying this logical rule.

If the rule can be applied, the system initiates
abstract sc-agent of using logical rule, and adds the log-
ical rule and the result of its using to the decision tree.

In the case when there is not enough knowledge to
apply a logical rule in the system, the agent recursively

initiates the work of itself, where it is already trying to
find logical rules, the application of which will lead to the
appearance of the missing knowledge in the knowledge
base.

If the using of any logical rule does not result in the
appearance of the necessary semantic constructions in
the knowledge base, the agent reports that it can’t find
the decision for this problem.

In the second stage of search system uses the same
principle, only the recursive search of logical rules starts
with another set of final states:

• send messages to the engineer about the lack of
paint in the printer;

• send a message to the engineer about shifting cam-
era;

• request permission from the engineer to update the
printed marking;

• request permission from the engineer to update the
standard marking;

• ignore.
This list can be expanded after adding new logical

rules to the system.
2) Abstract sc-agent of using logical rule: sc-agent

receives the logical rule and the matching constant nodes
to variable nodes of one of the logical rules parts. Next,
it uses a logical rule, which is expressed in one of three
actions:

• if the logical rule is implicative or equivalence
bundle, the sc-agent will substitute the matched con-
stant nodes into the logical rule nodes and generate
the knowledge described in the ”to” part(for the
equivalence bundle, the if-then roles are specified
at the sc-agent input for each part of the bundle);

• if the logical rule assumes the call of any program,
it is called with the matched input data, after which
the sc-agent waits for program completion;

• if the logical rule assumes the initiation of any sc-
agent, it is initiated with the matched input data,
after which the main sc-agent waits for the comple-
tion of the initiated sc-agent.

After applying the logical rules, the agent increases
the use count of this logical rules and exits.

Next, let’s take a brief look at the work of other sc-
agents:

3) Abstract sc-agent of using decision: the task of this
sc-agent is using of the developed decision in the process
of inference. The decision could be sending a message to
the engineer, reaction to the response of the engineer, the
automatic rejection of products, the change of a marking
label, etc.

4) Abstract sc-agent of creation messages to the user:
this sc-agent is initiated by the abstract sc-agent of using
decision in the case when there is a need to compose a
message to the user whose template was defined at the
stage of decision search.
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The task of the sc-agent is to substitute the necessary
variables into the message template. Variables can be:
control point, printer, paint level in the printer, etc.

5) Abstract sc-agent of providing the reason of deci-
sion: sc-agent is initiated by user request when he wants
to see the reasons for decision-making. Sc-agent receives
the node of the decision, from which the decision tree is
easily extracted.

The task of the sc-agent is to transform the decision
tree into a view that is readable for user. To do this, the
sc-agent creates a chain of logical rules from the decision
tree, the using of which led to the decision and cuts
off the logical rules, the using of which did not help in
making the decision. Sc-agent made naturally language
text for on the basis of natural language formulations that
each logical rule has.

VIII. EXAMPLE OF SYSTEM’S WORK

Let us consider an example of the system operation on
the case of the camera shift on the tape for marking of
some yogurt bottles. The engineers set up the system to
receive a message with a marking problem if problems
were found with the recognition of three consecutive
bottles.

The system gets to check the next bottle. System create
a description in the knowledge base that includes:

• photo of the bottle cap with lint to the camera from
which the photo was taken;

• specify the type of product that the bottle is;
• specify the control point where the photo was taken.
After that, the photo of the bottle is transferred to

the recognition module to determine the bottle marking
correctness.

Figure 14 shows a part of the knowledge base that
describes the knowledge about the processed bottle after
finish work of the recognition module, which shows that
the module was unable to recognize the marking.

After finish work of the recognition module, the
problem solver starts searching for a decision using the
reverse-inference, the logic of which is described in the
VII section.

First of all, the problem solver tries to use all logical
rules in which the concept of correctly marked products
is involved. The solver tries to apply the rule of checking
for compliance with the standard marking, shown in
figure 9.

Since it is not known whether the recognized marking
is equal to the standard one, solver call the lexicographic
string comparison program, the specification of inputs
and outputs of which are presented in figure 10.

Because the strings are not equal, the solver tries to
use the following logical rule: if a product belongs to
a set of consecutive unmarked products at its control
point and the capacity of this set is greater than the
allowable number of consecutive unmarked products,

Figure 14. Fragment of the knowledge base that describes knowledge
about the processed bottle after finish work of the recognition module

then the product does not belong to a set of correctly
marked products (figure 15).

Figure 15. Logical validation rule for exceeding the allowable number
of consecutive unmarked products

The solver can’t use this rule because there is no
information about whether a product belongs to the set
of consecutive unmarked products. The solver then looks
for logical rules that can provide this information and
finds the following rule: if the marking of a product is
equal to the empty string, then the product belongs to
the set of consecutive unmarked products(figure 16).

This rule also cannot be applied, since the marking
still needs to be compared with an empty string, for
which solver uses the lexicographical string comparison
program (Figure 10). Next, the solver recursively goes up
the search tree and applies the logical rule from figure
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Figure 16. Logical rule of handling the situation of exceeding the
allowable number of consecutive unmarked products

16 and then the logical rule from figure 15. The search
for a decision is completed since the logical conclusion
came to one of the two final states of the first stage.

Since the product was not added to the set of correctly
marked products, the second stage begins. The problem
solver starts the reverse-inference, starting with one of
the final states of the second stage described in the VII
section.

The first logical rule that the solver will try to apply
is as follows: if the paint level in the printer is zero,
then the decision is to send the engineer reports about
the lack of paint and to call the program of products
rejection (figure 17).

The solver can’t apply this rule because the paint level
in the printer greater than zero and it finds the following
rule: if the paint level in the printer is zero, then the
decision is to send the engineer reports about the lack
of paint and to call the program of the products rejection
(figure 18).

After applying this logical rule, system creates the
decision node, which stores the control point, the set of
message templates to be sent, and the set of programs
to be called for the decision making. Next, an abstract
sc-agent of using decision works with this node, which
compiles and sends all messages to the engineer, as well
as calls all the necessary programs. All the necessary pa-
rameters for composing messages and calling programs
are taken from the control point attached to the decision
node.

CONCLUSION

The use of the considered approach to the building
of decision-making systems based on the integration

Figure 17. Logical decision rule in case of paint lack in the printer

Figure 18. Logical rule of decision-making in case of camera shift
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of neural network and semantic models allows us to
design systems with a high level of intelligence. Such
systems are able not only to make or propose decisions
but also to provide its justification. However, a greater
level of integration is required for a deeper retrospection
of the system, in which the system will be able to
analyze and justify its work not only in the search
for decision but also on the recognition stage. Namely,
the implementation of the neural network model in the
knowledge base and its processing with the help of a
problem solver.

The proposed subsystem of quality control marking
for the JSC �Savushkin product� can be scaled to any
product of the company with minimal changes, it will
be enough only to configure the recognition module to
detect marking on new products. The basic decision-
making mechanism can be used in other decision-making
systems, as it depends only on a set of logical rules,
which is made by the engineer for each system.
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ПРИНЦИПЫ ПОСТРОЕНИЯ СИСТЕМ
ПРИНЯТИЯ РЕШЕНИЙ НА ОСНОВЕ
ИНТЕГРАЦИИ НЕЙРОСЕТЕВЫХ И
СЕМАНТИЧЕСКИХМОДЕЛЕЙ

Головко В. А., Крощенко А. А., Таберко В. В.,
Иванюк Д. С., Ивашенко В. П., Ковалев М. В.

В работе рассматриваются преимущества интегра-
ции нейросетевых и семантических моделей для по-
строения систем принятия решений. Предложен под-
ход к интеграции искусственных нейронных сетей
с базами знаний по входам и выходам и специфи-
кация этих сетей в базе знаний с использованием
онтологий соответствующих предметных областей.
Предложенный подход рассматривается на реальных
производственных задачах ОАО «Савушкин продукт»
для контроля качества маркировки продукции.
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