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Abstract—Now data becomes the most valuable commod-
ity that allows to make informed decisions in various areas
of human life. In this article, we look at the features of Big
Data generated by the Internet of Things (IoT) technology,
and also present the methodology for Big Data processing
with use of semantic modeling (ontologies) at all stages
of the Big Data life cycle. Use of Big Data semantic model
allows eliminating such contradictions in these technologies
as the heterogeneity of devices and things that causes the
heterogeneity of the data types produced by them.

Machine learning is used as an instrument for analyzes of
Big Data: it provides logical inference of the rules that can
be applied to processing of information generated by smart
home system. In this methodology, the authors propose
the use deep machine learning, based on convolutional
neural networks because this model of machine learning
corresponds to processing of unstructured and complex
nature of the IoT domain.

This approach increases the efficiency of IoT Big Data
processing and differs from traditional processing systems
by using NoSQL database, distributed architectures and
semantic modeling. We propose the conceptual architecture
of the Big Data processing system for IoT and describe it on
example of the NoSQL database for the smart home. This
architecture consists of five independent levels. A combined
approach of semantic modeling and data mining methods
can be used at each of these levels. Currently, this platform
can be combined with a lot of open source components.
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I. INTRODUCTION

"Big Data" is a term that refers to a group of technologies
oriented on obtaining of qualitatively new knowledge from
large amounts of data that cannot be handled by traditional
methods and serve. Exponential growth of data generated
in electronic form and stored in data banks determines the
actuality of such technologies.

We can consider some set of data as Big Data (and analyze it
with Big Data technologies) if it has one or more of following
features named 5V: Volume — great amounts of data that require
specialized means of processing; Velocity — great speed of new
data generation and transformation; Variety — different data
formats and types that complicate data integration; Veracity
— messiness or trustworthiness of the data that cannot be
converted into information; Value — big parts of data may are
not useful for any users.

The analysis of large data sets is an interdisciplinary task that
combines mathematics, statistics, computer science and special
knowledge of the domain. This direction of IT is closely allied

Anatoly Gladun

International Research and Training Center of IT and Systems

National Academy of Sciences of Ukraine
Kyiv, Ukraine
glanat@yahoo.com

with intelligent information systems (IIS) and applied aspects
of artificial intelligence (II).

For effective practical use of Big Data we need to analyze
them at the semantic level with use of domain knowledge.
Today mankind generates more and more Big Data volumes.
However, this information has no direct value, but is obtained
only as a result of data analysis. Obtaining of knowledge from
Big Data uses machine learning (ML) [2] that summarizes
experience of some system stored electronically and tries to
improve the behavior of this system.

ML results are not true but probabilistic and statistic, and
their quality depends on how much the data processed are close
to those used in practice. This fact defines that selection of
pertinent sets of Big Data is very important step of it’s analysis.
Metadata of Big Data can be used as a main information source
that characterized the semantics of data content. The major
problems in Big Data technology [1] deal with semantics are:
use for data integration; detection of Big Data sets pertinent
to user task; and removal of data ambiguity (for example,
homonymy). The solutions of these problems use metadata
linked with Big Data are [2]. Although metadata management
has been known for decades, but processing of Big Data
requires development of new strategies and approaches.

II. PROBLEM DEFINITION

Method of Big Data metadata analysis allows to select
the task-pertinent data sets from heterogeneous sources and
data warehouse on semantic level with the help of domain
knowledge. The natural language (NL) part of such metadata
(unstructured or semistructured annotations, descriptions, etc.)
is ambiguous, and this fact causes the need in methods of
ambiguity resolution (for example, for homonyms and pol-
ysemantic terms). We propose to match such metadata with
user task description by methods of NL analysis enhanced
with Big Data ontology contained domain-specific knowledge
for semantic processing of Big Data metadata and their links
with the domain concepts. Development a prototype of such
ontology is also a part of this work.

III. METADATA USED FOR BIG DATA DESCRIPTION

Metadata is a special kind of information resources, their
creation often requires considerable effort and substantial costs,
but they significantly increase the value of the data and provide
extended opportunities for their use. Metadata is defined as
a structured, coded data that describes the characteristics of
various (text, multimedia, etc.) objects that facilitates the identi-
fication, detection, evaluation and management of these objects.
Metadata describes the meaning and properties of information
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in order to improve management, understanding, classification
and exploitation of this information.

Metadata used for Big Data description is a data block
physically joined to Big Data in its storage. This metadata
provides information on the characteristics and structure of Big
Data set: name; the origin of data, data source information;
information about the author and date of the data creation; data
size and format, control total; number of dataset records; image
resolution; a brief description of the data etc. [3]. It is important
to note that all changes of Big Data state initiate changes of
metadata. The structure, functions and properties of metadata
depend considerably on the particular technological realization
and on the features of the described resources, as well as on the
scope and specificity of applications. However, the interpreta-
tion of the term "metadata" is not defined unambiguously. Now
specialists use a lot of different definitions of metadata. The
most significant of them are: metadata is data about data [4];
metadata is information that makes the data useful [5]; metadata
is machine-processed data that describes some resources, both
digital and non-digital [6]; metadata is information that implies
its computer processing and interpretation of digital and non-
digital objects by people [7]; metadata is structured information
that describes, explains, indicates location and, thus, facilitates
the retrieval, use and management of information resources [8];
metadata in the Web is semistructured data, usually agreed with
the corresponding models that provide operational interoper-
ability in a heterogeneous environment [9].

IV. INTEGRATION OF ARTIFICIAL INTELLIGENCE
WITH BIG DATA ANALYSIS

The great number of publications in this sphere shows a high
interest to use of methods of traditional artificial intelligence
(AI) and intelligent Web technologies to acquisition of knowl-
edge from Big Data. Most often, researchers work in direction
of ML use and integration of ontological analysis for various
phases of Big Data analysis to apply the domain knowledge.
The Ontology Summit 2017 "Al, learning, reasoning and on-
tologies" [10] analyses the use Al methods of for ML, logical
inference and ontological analysis focused on Big Data and
integrates various research approaches in this area divided into
some groups:

o Application of ML for extraction of knowledge and im-
proving of domain ontologies — creation and improvement
of sufficient domain knowledge (knowledge bases and
ontologies) about the world for a truly intelligent agent,
the use of automation and various ML approaches to
knowledge extraction and ontological analysis;

o Usage of domain knowledge to improve results of ML —
challenges and role of background knowledge and ontolo-
gies in improvement of ML results, the requirements for
ontologies used in ML for various data sets (in particular,
for Big Data);

« Integration of ontological analysis with logical inference
— the reasoning techniques and mechanisms oriented on
ontological knowledge representation in various forms.

Background knowledge in Big Data is processed by onto-
logical analysis and logical inference by ML means to prepare
data for training and testing (reduction of large, noisy data sets
to managed ones) and eliminating the ambiguity of terms.

Before the learning phase of ML we have to define such
input information:

o Description of solved task;

o Target function of ML that depends from objectives of
system’s behavior improvement (for example, increasing
of the recognition accuracy, expansion the number or class
of identified objects, acceleration of recognition);

« Data source that contains information required for anal-
ysis, its type, origin and structure (information received
from the system experience of interaction with one user or
with the entire community of users, information received
from one or more external sources, etc.);

o Methods and means that provide integration of the ob-
tained results with the existing knowledge of system.

Quite often Big Data for analysis is obtained from various
external sources. Velocity of Big Data analysis depends on the
amount of information being processed. So prior filtering of
information decreases the time of it’s analysis. For example in
case of analysis of the television streams we can analyze not
all of them but only the selected part of the programs pertinent
to user’s problem.

If we plan to use the external experience presented in Big
Data then we have to find relevant Big Data sources. We can
do it with the help of the metadata that accompanies Big Data
by analyzing of metadata semantics. Automatically generated
part of the metadata does not contain enough information about
content semantics. Available metadata is technical information
that characterizes the time of the content creation, its volume,
formats, etc., but does not relate to the information content
of the data. This makes it impossible to provide a uniform
description of the data semantics. But a big part of Big Data is
accompanied by annotations or explanations, usually provided
in natural language. Required information from Big Data can be
retrieved by analysis of their annotations. Therefore, matching
of annotations with task definition determines the pertinence
of certain arrays of Big Data to this task. Big Data annotation
from metadata is matched with the user’s task description.
Such matching is executed on the stage of data retrieval and
selection, because direct comparison of Big Data content with
this description inappropriate due to the extremely large volume
and absence of structuring. Various annotations of Big Data
are created in process of it’s storing into the repositories. All
types of annotations described Big Data on different levels
can be considered as unstructured or semistructured NL texts.
Therefore we apply to them standard tools of NL analysis
similar to the Web search. Unfortunately, in the general case
such retrieval problem is not solved effectively, and therefore
it is advisable to apply a priori additional knowledge about Big
Data domain. Analysis of scientific reports and corresponding
standards shows that despite the high interest in Big Data and
variety of technological means for their processing, today any
metadata standards specific to Big Data is not developed. Such
situation is caused by the complexity and variety of Big Data.

Metadata improves data analysis (OLAP, OLTP, Data Min-
ing) by understanding of the data source domain in order to
ensure adequate computation and interpretation of results. It
provides the use of general terminology for interaction with
user.

V. METADATA STANDARDS APPLICABLE TO BIG
DATA

Taking into account the lack of specific for Big Data
standards for metadata, it is reasonable to analyze the existing
metadata standards used for information that can have 5V
properties and able to represent the content semantics. The
standards of ISO/IEC 11179 series define metadata as data that
defines and describes other data. This means that the metadata
is data, and data becomes metadata when they are used in
this way. This occurs in specific circumstances, for specific
purposes, with defined prospects. A set of circumstances, goals,
or prospects for which some data is used as metadata is called
a context. Thus, metadata is data in some fixed context.
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Metadata is stored in some database that is organized with
the use of any formal meta-model that describes metadata.
For example, the conceptual model defined in ISO/IEC 11179-
3 is a meta-model in this content. A significant part of Big
Data is multimedia information. We analyze some widely
used standards used for describing of multimedia semantics.
Now many various formats for multimedia representation are
developed by different software and hardware manufacturers,
but there is no unique standard common to everyone, because
each manufacturer develops its own convenient approach that
can subsequently be disseminated. Existing formats for saving
multimedia in electronic form (GIF, TIFF, PIC, PCX, JPEG,
PNG, etc.) differ in methods of information compression,
encodings types, purpose of use etc.

Much of them are not oriented on describing of multime-
dia semantics and deal only with technical characteristics of
multimedia, and only some of them represent the meaning and
subject domain of data. The Moving Picture Experts Group
for the Joint Standardization Committee propose a family of
multi-media standard MPEG [11]. Some of them (MPEG-
1 (ISO/IEC 11172), MPEG-2 (ISO/IEC 13818), MPEG-4
(ISO/IEC 14496)) deal only with compression of multimedia
information. Other ones describe the semantics of multimedia
content.

Standard MPEG-7 ("Multimedia Content Description Inter-
face" ISO/IEC) [12] describes the semantic aspects of multime-
dia content with different degree of attention to details. MPEG-
7 proposes the fixed set of descriptors for different types of
information that formalize the defining of descriptors and their
interconnections.

Multimedia descriptive differ for various domains and appli-
cations because the same content can be described at different
abstraction levels through different properties relevant to the
scope of use. For example, a graphic image at the lowest
level of abstraction can be described by size, number of color,
forms and positions of objects, while the upper level will
contain semantic information connected graphical elements
with domain concepts| Usually high-level descriptions of mul-
timedia are represented by non-structured or semistructured
NL text. For example, "Red dog named Lada de Mandraka
stands near the black car". There may also be intermediate
levels of abstraction. The level of abstraction is related to the
way of information obtaining: many low-level properties can
be extracted automatically, while high-level properties require
human participation.

MPEG-21 [13] is a "Multimedia Framework" is oriented on
for semantic search. It is developed for representation of content
management infrastructure in a distributed environment. This
standard defines the basic syntax and semantics of multimedia
elements, dependencies between them and the operations that
they support. It is serving to establish interoperability between
multimedia information resources.

RDF (Resource Description Framework) [14] is a part of the
Semantic Web project designed for creating semantic metadata
for various types of information. RDF is intended to standardize
the definition and use of Web metadata resources, but it is
also applicable to the description of Big Data. It uses the base
data model "object — attribute — value". RDF Schema gives
a possibility to define a specific dictionary for RDF data and
specify the types of objects to which these attributes can be
applied, that is, mechanism of RDF Schema provides a basic
system of types for RDF models. RDF standard is extensible
and can specify the structure of the source description by using
and extending the built-in concepts of RDF schemes (classes,
properties, types, etc.).

Standards for describing typical resources help to simplify

and unify the creation of meta-descriptions. The most well-
known set of elements for metadata creation "Dublin Core
Metadata Elements" [15] can be used for description of the
Big Data sets.

VI. BiG DATA ONTOLOGY

Ontologies in knowledge engineering are used for formal and
declarative description of some domain [16]. A wide range of
ontologies available through the Web confirms the popularity of
this approach among various groups of developers and users of
Web applications, including Big Data. Such ontologies differ by
the volume, expressive means, purpose, degree of knowledge
formalization, etc. [17]. Domain ontology is the part of the
domain knowledge limited the meaning of terms that do not
depend on changing part of domain knowledge. It determines
the agreements about domain terms [18].

Big Data ontology contains classes for selection of typical
for Big Data information objects (video, audio, streaming
video, semistructured data from sensors) with sets of relevant
semantic properties. Examples of classes are Big Data formats
and source types; examples of properties are geographical lo-
cation, time of creation, size, annotation. Big Data ontology al-
lows to represent the semantics of links between individual Big
Data fragments (temporal, geographic, communicational (for
example, information about communications by smartphones),
by device identifiers, by subject, by purpose, etc.). It fixes also
the quality parameters of Big Data such as noise, accuracy,
degree of trust to the source, signal quality, completeness, etc.

The individuals of Big Data ontology can be matched with
the individuals of user task ontology to search the pertinent
sources for analysis.

To use ontological knowledge for comparing such infor-
mation objects as annotations — unstructured NL texts — it
is necessary to provide mechanisms for linking elements of
their content with ontology terms. Such mechanism can use
the task thesaurus (dictionary of the basic concepts of language
linked with separate words or phrases with certain semantic
connections between them [19]) based on the domain ontology
[20]. Task thesaurus is a set of concepts necessary to describe
and solve a problem for which the user is trying to find
some information by analysis of some Big Data set. Thesaurus
concepts can be imported from domain ontology. Thesauri are
used in semantic markup of NL texts [21]. The similarity of
Big Data annotation and user task is estimated by the semantic
proximity between their thesauri.

VII. CONCLUSIONS

The analyzing the existing means of Big Data description
shows the lack of generally accepted standards for metadata
representation. Therefore, we propose to match the natural
language annotations of Big Data with user task with the help
of ontological representation of knowledge about Big Data
and task domain. Prototype of Big Data ontology formalizes
information about Big Data structure, sources, data sets, etc.
and provides filtering of data pertinent to particular user task.
This ontology includes elements of standards for description
of various information types that can be used for Big Data
representation.
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W CIIOJIb30BAHUE OHTOJIOT WM JIJISA
AHAJIN3A METAJJAHHBIX BIG DATA

Porymmna 1O. B., I'manyn A. 4.

Pabora mocBsmeHa pa3pabOTKe OHTOJOTMYECKUX
cpeacts aHanm3a Big Data, Kk KOTOpbIM HEBO3MOXHO
MPUMEHUTD TPaJUIFIOHHbIE AHAJIMTHIECKIE TTOIXOMBI, OC-
HOBAHHbIC Ha PEIICHUSIX OM3HEC-aHAIMTHKU U CHUCTEMax
yTpaBjieHus 0a3aMu JaHHBIX.

ABTOpBI NPEJCTABISAIOT METOJ, aHaIN3a METaJaHHBIX,
omuchBapIux Big Data, KOTOpBIii MO3BOJISIET BHIOMPATH
Te OJTOKM MH(OPMAINK Cpe/ii pa3HOPOIHBIX NCTOYHUKOB
U XPaHWIMII JAaHHBIX, KOTOpble MEepPTUHEHTHHl 3ajaye
nosp30Bareisd. bosbllioe BHUMaHUe yaeseTcsl CONOCTaB-
JIEHUIO aHHOTALUH (eCTeCTBEHHO-A3bIKOBON YacTH MeTa-
JIaHHBIX) C TEKCTOM, ONUChIBaOIKM 3aaady. [Ipenaraer-
€4 UCTIOJIb30BaTh JUIl 3TOrO CPE/ICTBA aHAIN3a ECTECTBEH-
HOTO s3bIKa ¥ OHTOJOrMI0 Big Data, copepxariyio 3HaHuUs
o crietuuKe 3Toi NpeJMeTHO 061acTH.

Hcnonp3oBaHre HCKYCCTBEHHOTO WHTEJUIEKTA U HH-
TEJUTEKTyaJIbHble BeO-TEeXHOIOT MY MOBBIIIAIOT (P(EeK THB-
HOCTb BCeX 3TanoB 00paboTku Big Data. PacriosHaBaHue
TEKCTOBOM YacTU METAJaHHBIX BBHIOJHAETCS Ha OCHOBE
onronornu Big Data, koTopas COmEpKHUT 3HaHUS O HMX
cnenmduke. PazpaboTaH MpOTOTUN TakOH OHTOJIOTHUH,
Mpe/CTaBIeHa apXUTEKTypa UHTEJUIEKTYaIbHOH CUCTEMU
conocras/ieHUs aHHOTauuii Big Data ¢ ucnonszoBaHueM
Te3aypycoB.
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