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Abstract. The Ceres2030 is an evidence and cost modeling program to support donor-decision making on
high-impact interventions needed to end hunger and transform the lives of the world's poorest farmers (Sustainable
Development Goal 2). Policy and decision-makers are interested in finding useful techniques and approaches to ad-
dress urgent problems. Our goal was to automate the process of finding interventions, a colloquially used term, in
articles and to make it easier for researchers and non-researchers search for scientific achievements. We used machine
learning semantic models to generate a taxonomy of agricultural interventions and outcomes relevant to policy-mak-
ers. The intervention classifier was built with the help of classical machine learning algorithms, and our first results
show the possibility of making use of even small datasets for natural language processing tasks.
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The CERES 2030 program took a mission to build consensus on the interventions needed to
end hunger and transform the lives of the world's poorest farmers — while protecting the environ-
ment.

When researchers are looking for interventions and evidence of SDG indicators, they face
challenges related to the volume of information and searching multiple databases. According to
estimates from Science in 2013, a new scientific article is published every seven seconds. There
are more than 30,000 journals publishing in the sciences, and for information related to SDGs,
grey literature such as agency reports from the World Bank and FAO are also important resources.
The process of articles investigation is quite time consuming and biased.

Our dataset consisted of 49910 articles’ metadata from different scientific research sources.
Metadata included a title, an abstract, author keywords, the year of publication, information about
author and author affiliations. We didn’t analyze the whole article, as it can be quite difficult to
obtain access to the full publication, and we assumed that to a certain degree we can rely on an
abstract and a title to derive useful information. The main theme of all these articles was agriculture
and small-scale food producers — i.e., smallholder farmers. All the articles were published within
the period of 2008-2019.

The first part of the articles’ investigation was topic modeling. Most articles sources had
only metadata analytics and relied on author keywords. But authors sometimes write too broad
categories for keywords or don’t specify at all; they also do not have a taxonomy to select from
We decided to look at the topics generated by such machine learning algorithms as LDA and NMF
[1]. Latent semantic analysis was performed over articles’ titles and abstracts. Topics’ number was
chosen, so that we could see more specific topics. The bigger the number is, the narrower topics
the model tends to have. For our purposes 150 topics were generated. We were particularly inter-
ested in topics changing in volume over time, as it can help researchers to see some information
gaps and trends in research.
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Picture 1. A research trend visualization of topics in agriculture.

One of the main problems of natural language processing is the possibility to express the
same thing differently via rich language vocabulary. Researchers are constantly trying to keep up
with a lot of synonyms to find relevant articles to find relevant articles using a ‘keyword’ search
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method. - Machine learning does a good job in finding synonyms for the words using distributional
methods. Word2Vec CBOW (continuous bag of words) model is trained to predict a word with the
help of context words in the sentence [2]. The main advantage of this model is word embeddings
derived by the model while training. The model tries to project the words onto smaller dimension
space than original vocabulary’s space. And due to reduced dimensionality, we can notice that
similar by meaning words tend to be closer to each other. This approach is quite useful, but it has
a disadvantage: the corpus for training should be big enough to get good results. The common
practice to tackle such a problem is transfer learning. We used the Google News Word2Vec pre-
trained model and trained our own model on top of it with the help of the Gensim library [3].

The Word2Vec word embeddings helped to identify synonyms for some necessary terms
in agriculture. The results for word “intervention” can be seen on the table 1.

For researchers to discover - interventions in agriculture we first need a method to identify
interventions outside of using keyword searching. We created a taxonomy of policy-relevant in-
terventions via Hearst patterns extraction and solving classification problem.

Table 1
Table with synonyms for word “intervention”
Recommendation Nutrition education
Action Strategy
Project Programme (all variations)
Development project Measure
Targeting/Targeted Effort
Entry point Initiative
Assistance Policy
Support Outcome

The Hearst pattern-based approach is a standard way to approach unstructured and unre-
stricted volumes of texts that have no precoding associated with it to derive broad concepts (hy-
pernyms) and narrow concepts (hyponyms) [4]. A hypernym is something more generic and
broader whereas a hyponym is a specific instance of a hypernym. For example, an animal is hy-
pernym, a cat is hyponym of an animal. Several examples of patterns: <hypernym> such as <hy-
ponym> and/or/, <hyponym>, <hypernym> including <hyponym> and/or/, <hyponym> and many
other patterns. Hearst patterns helped to discover words similar to intervention that researchers use
in the literature. This increases the likelihood of finding relevant materials where researchers de-
scribe a specific intervention even when that word is not used.

The process of Hearst pattern extraction is described below.

Raw text is normalized, noun expressions are united with adjectives, participles and so on.
NN is a noun expression. Example of Hearst pattern, coded in terms of pos tagging:

NN such as (NN and|or|, NN)*

Anthropometric measures (NN) indicated that use of spate irrigation (NN) did not have
significant nutritional effects (NN), suggesting the need for nutrition-sensitive interventions (NN),
such as nutrition education (NN) and awareness (NN) and multisectoral collaboration (NN).

This example shows that we have nutrition-sensitive interventions as hypernym and 3 hy-
ponyms (nutrition education, awareness, multisectoral collaboration). After extraction we get 3
pairs (nutrition-sensitive interventions, nutrition education), (nutrition-sensitive interventions,
awareness) and (nutrition-sensitive interventions, multisectoral collaboration), i.e. a pair is con-
structed as (hypernym, hyponym). We are interested only in those pairs which hypernym has either
“intervention” word or “technology” word or their synonyms [5].

After extraction we performed several cleaning techniques, as far as this approach can de-
tect too common words as narrow concept, so we removed pairs where hyponyms are too common
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words, such as development, access and so on. Words for filtering are taken from 5000 common
English words dictionary [6].

All these interventions can be split into 4 broad categories: technology, socioeconomic,
ecosystem and miscellaneous interventions. We wanted to categorize each narrow concept from
pairs to be one of the class described above. The dataset for training a classifier consisted of 1000
narrow concepts. While training we encountered the problem of unbalanced dataset, the class dis-
tribution is shown on the table 2. But the unbalanced was defeated to a certain extent due to model
tuning.

Table 2.
Dataset class distribution
Label Number of narrow concepts
Technology intervention 550
Socioeconomic intervention 127
Ecosystem intervention 51
Miscellaneous interventions 272

The features for classification included a narrow concept word embedding (300-dimen-
sional vector), all broad concepts, associated with a narrow concept — an average word embedding
(300-dimensional vector), several numerical features, such as:

e Frequency of a narrow concept in articles

e Frequency of cooccurrence of a narrow concept together with word intervention
and its synonyms in articles

e  Weight of a narrow concept, evaluated on the top-5000 common English words
dataset

e  Weight of a narrow concept, evaluated on our full corpus (49910 articles)

e Distance of a narrow word embedding to the mean narrow concept word embedding
of a particular class

e Distance of a broad word embedding to the mean broad concept word embedding
of a particular class

KNN model for

SvM model for narrow concepts
and distances to mean vectors
(308 features)

SVM model

(604 features) narrow concepts

(304 features)

AdaBoost for probabilities from

previous level models
(12 features) (4 features)

Distances to mean class topics

AdaBoost for probabilities from
previous level models
(8 features)

Picture 2. The intervention classifier model
Our dataset is appropriately one thousand, so here we can’t use neural networks, as far as

neural networks are prone to overfitting on such small datasets. But classical machine learning
algorithms can do quite a good job.
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Support vector machines model works well with high dimensional data, as far as it also
projects the data even onto higher dimension space itself. We tried to separate 4 classes by hyper-
planes in the space and checked several models, but SVM with the radially based function gave
better results (F1-measure - about 70%).

One of the well-known approaches to achieve higher accuracy in machine learning is to
use model stacking and boosting. Boosting helps to make weak learners be strong learners together,
but for better results models should be radically different, as far as they should investigate data
from different sides and have uncorrelated errors.

K-nearest neighbors algorithm is the algorithm, which predicts a class for new points by
majority of k neighbors votes. In our case, 5 neighbors gave sufficient results (F1 measure - about
65%).

It was a good idea to build SVM not only with word embeddings, but also distances to
central word embedding of the particular class (F1 measure — about 67%).

All three models are joint by the model AdaBoost (boosting trees algorithms). AdaBoost’s
input is a 12d vector which is built from three 4d probability vectors. Each model gives a 4d vector
where one vector component shows the probability of input data to belong to a particular class.
For example, marker selected selection by first model is predicted as (0.63, 0.13, 0.09, 0.15), so
the probability of class 1 is maximum and equals to 0.63, so it can be labeled as class 1—technology
intervention. A 4d probability vector is produced by each of three models. And then AdaBoost
builds decision trees of depth = 1 and tries to identify a label by all the probabilities the models
gave it.

We added one more level of hierarchy in our model and the output of first AdaBoost model
is concatenated with 4d vector of distances to mean topic embeddings derived by NMF for a par-
ticular class. And the last model which labels the narrow concept is AdaBoost with a 12d vector
input. The whole model is shown on the picture 2.

Our final model has cross validation F1-measure up to 88%, and test F1-measure up to
84%. Some examples of the derived taxonomy:

e technology intervention: marker assisted selection

e socioeconomic intervention: agricultural extension service

e ecosystem intervention: agroforestry system

e miscellaneous intervention: association mapping

This taxonomy was used to label articles. Now researchers from the Ceres2030 program
can find relevant articles with certain interventions easier and faster, not just looking through the
whole dataset. Further research will be conducted to improve accuracy and investigate new possi-
bilities to solve such kind of problems.
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Annoranus. Ceres2030 - sto mporpamma MoenupoBaHuA (HAKTHUSCKIX NAHHBIX M 3aTPaT IS TTOAICPIKKI
NPHUHATHS PELICHUI TOHOPaMH OTHOCHTEIBHO BEICOKO3((EKTHBHBIX YITy4YIICHHUH, HEOOXOIUMBIX I NPEKPaLICHHSA
roJIoZia ¥ peoOpa3oBaHus KU3HU caMbIX OemHBIX GepmepoB B Mupe (Llenb 2 B 00aCTH yCTOHYHMBOTO PAa3BUTHS).
Jlnua, NpUHEMAIOIIUE PEIICHNUS, 3aNHTEPECOBAHBI B IIOMCKE MTOJIE3HBIX METOI0B U TI0IXOJI0B JUTS PEIICHUS HACYIIIHBIX
npo6usiem. Hama nens cocrosia B ToM, 4T00BI aBTOMAaTU3UPOBATH IPOLIECC MTOUCKA YIYYLICHUH, YIOTPEeOIsieMbIX B
Pa3roBOpHOI peyH B CTAThsIX, U OOJIErYUTh MTOMCK HAYYHBIX JOCTHIKEHHH MCCIIEIOBATENSIMH M HE UCCIIEI0BATEISIMU.
MBI HCHONB30BAIM CEMaHTUYECKUE MOJIENTH MAIIMHHOTO 00Y4EHHS JJIsl CO3/1aHHsI TAKCOHOMHH CEIbCKOX03IHCTBEH-
HBIX METO/IOB YJIYUIICHHS U PE3yJIbTaTOB, UMEIOLINX OTHOIIEHHE K HUM. Kitaccudukarop MeTo10B 1 HHHOBaLU# ObLI
MOCTPOEH C OMOIIBIO KITACCHYECKUX AITOPUTMOB MAIIMHHOTO O0YY€HHs, U HAIllM HavyalbHbIE Pe3yJIbTaThl MOKa3bl-
BAalOT BO3MOXXHOCTB UCIIOIb30BaHUS JJaske HEOOIbIINX HAOOPOB AaHHBIX AJIS 33/1a4 00pabOTKU €CTECTBEHHOTO SI3bIKA.

KaroueBble cjoBa: MammHHOE 0O0ydeHHe, 00pabOTKa ECTECTBEHHOTO S3bIKA, IPEICTABICHHS CIOB,
JATCHTHBII CEMaHTUYECKUI aHAJIN3, CO3aHNe TAKCOHOMUH, CEIIbCKOXO03IHCTBeHHAs nonuTrka, Word2vec, ma6ioHst
Xépcr.
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