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Abstract. Organizations want to take advantage of the flexibility and scalability of Cloud platforms. By 

migrating to the Cloud they hope to develop and implement new applications faster with lower cost. Amazon AWS, 

Microsoft Azure, Google, IBM, Oracle and other Cloud providers support different DBMS like Snowflake, Redshift, 

Teradata Vantage, etc. These platforms’ different architecture, mechanism of allocation and management of resources, 

and sophistication of DBMS optimizers affect performance, scalability and cost. As a result, the response time, CPU 

service time and the number of I/Os for the same query accessing the similar table in the Cloud could be significantly 

different than On Prem. 

In order to select the appropriate Cloud platform, we use modeling and optimization. First, we perform a 

Workload Characterization for On Prem Data Warehouse. Each Data Warehouse workload represents a specific line of 

business and includes activity of many users generating concurrently simple and complex queries accessing data from 

different tables. Each workload has different demand for resources and different response time and throughput Service 

Level Goals (SLG). 

In this paper we will review results of the workload characterization for On Prem Data Warehouse environment. 

Secondly, we collect measurement data for standard TPC-DS benchmark tests performed in AWS Vantage, 

Redshift and Snowflake Cloud platforms for different sizes of the data sets and different number of concurrent users. 

During third step we use the results of the workload characterization and measurement data collected during the 

benchmark to modify BEZNext On Prem closed queueing network model to model individual Clouds. 

And finally, during the fourth step we use the model to consider differences in concurrency, priorities and 

resource allocation to different workloads. BEZNext Capacity Planning optimization algorithms incorporate gradient 

search mechanism to find the AWS instance type and minimum number of instances which will be required to meet SLGs 

for each of the workloads. Publicly available information about the cost of the different AWS instances, storage and 

DBMS software is used to predict the cost of supporting workloads in the Cloud month by month during next 12 months. 

Keywords: Cloud Platform, Service Level Goals, Workload Characterization, Workload Forecasting, 

Seasonality Determination, Benchmarking, Modeling, Optimization. 

 

Introduction.  

Organizations planning to move On Prem workloads to Cloud are looking for Cloud platform 

that will be able to continuously satisfy SLGs of the individual workloads (response time and 

throughput) with the lowest cost. Perpetual change in demand for resources caused by growth in the 

number of users, volume of data and implementation of new applications increase the contention for 

resources and cause unstable performance. Cloud elasticity addresses these problems but requires 

proactive actions to control performance and cost. 

Every Cloud platform has a different architecture, elasticity implementation, workload 

management and DBMS options affecting the workloads’ scalability and performance. For example, 

Teradata Vantage architecture [11] shown on Figure 1 uses sophisticated optimizer and DBMS 
management options. Database and query tuning can provide significant benefits. Change of 

Vantage’s rules setting workloads’ priorities and concurrency is used to control resource allocation 
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and management. On the other hand, Vantage autoscaling is limited and it is not as simple to use as 

in Snowflake. 

 

 
Figure 1. – Teradata Vantage Architecture 

 

Snowflake architecture [9,10] shown on Figure 2 has limited use of Materialized Views for 

complex queries, but it provides Virtual Warehouses to isolate workloads and reduce contention for 

resources. Snowflake automatically scales out by adding a cluster of EC2 instances when the number 

of queries to be processed exceeds a predefined level (8-32). It also scales up by changing its Virtual 

Warehouse size from X-Small to 4X-Large. 

 

 
Figure 2. – Overview of Snowflake Architecture 

 

AWS Redshift [5,6] architecture shown on Figure 3 allows customers to select from variety 

of instance types but has limited concurrency management options, and there is a contention for 

resources between all workloads. 
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Figure 3. – Redshift Architecture 

 

New release of Redshift based on ra3 instance types incorporates AQUA layer that accelerates 

queries execution by running data intensive tasks such as filtering and aggregation, compression and 

encryption closer to the storage layer. 

Preparation to migration to the Cloud requires significant efforts to modify applications/SQL 

and database design. 

Another challenge is to estimate how many instances will be required to meet SLGs (for 

example, if ETL workloads will be able to finish data load on time). 

Many organizations run Proof of Concepts projects and execute representative queries against 

a subset of data because it is too costly to move all production data and execute production workloads 

in different Clouds. Typically, it is difficult to extrapolate results of the benchmark tests and compare 

scalability, performance and cost of configurations which will be required to host constantly changing 

and growing On Prem production workloads. Each workload includes a mix of DML queries 

generated by different numbers of concurrent users accessing databases with the various level of 

parallelism depending on their size and structure. 

The “trial and error” approach during selection of the Cloud is too expensive. The Cloud cost 

over time could be very different from what was expected. In this paper we will review a methodology 

and use case illustrating how BEZNext modeling and performance optimization software is used to 

determine the minimum configuration required in each Cloud to meet SLGs for each of On Prem 

Data Warehouse workloads every shift of the day during next 12 months and to predict the 

corresponding cost. 

Methodology. The presented methodology is based on use of modeling and optimization of 

On Prem environment and each Cloud option. 

Measurement data continuously collected On Prem in the production environment are 

aggregated into business workloads. Workload Characterization is used to generate Performance, 

Resource Utilization and Data Usage profiles for each production workload, and to determine the 

seasonality of service demands of each workload. 

Measurement data collected during standard TPC-DS benchmark tests against different data 

sets sizes with different numbers of concurrent users are used to determine how different Cloud 

Architectures change the CPU service time, and KB per query. We also analyze the differences in 

Cloud scalability during processing of the benchmark queries. 

Results of the benchmark tests are used then to modify CPU Service time and #I/O operations 

for each business workload in BEZNext Queueing Network Models to model their performance in 

different Clouds. BEZNext optimization algorithms are used to find the minimum configuration 

required to meet SLGs for each workload on each of the optional Cloud platforms. We predict the 

impact of the workload and volume of data growth and periodical changes of workload parameters 

on response time and throughput for each workload On Prem and on each Cloud platform. Instance 
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types available for each Cloud and results of the workload forecasting are used as input to the models 

and optimization algorithms. 

One of the unique solutions presented in this paper is how optimization algorithms are applied 

and used to determine the minimum configuration which will be required to meet SLGs for each 

workload for every shift of the day during next 12 months. Predicting the minimum configuration 

makes it possible to estimate the cost of running production Data Warehouse workloads on different 

Cloud platforms and justify the final Cloud selection. 

Use case 

The organization is evaluating moving Teradata Data Warehouse workloads to Vantage, 

Redshift or Snowflake Cloud platforms. 

Current Hardware Configuration On Prem 

Data Warehouse is based on Teradata server with the following configuration: 

Massively Parallel Processing Architecture (MPP) with 49 processing nodes: 

6800 nodes, 56 CPUs per node, 512GB memory 

DiskArray1: with RAID1, 90, SSD, disk capacity 1,600GB, transfer rate 450 MBps, average 

seek time 0.1 ms, 1017 disks. 

DiskArray2: RAID1, HDD, 600GB disks with transfer rate 130 MBps, average seek time 3.5 

ms, rotational speed 10,000 rpm, 3159 disks 

OS SLES 11, DBMS Teradata 

Interconnect Bandwidth 11200 MBps 

Hardware Configurations used for Benchmark Tests 

Teradata: 6700 56 CPU 512GB RAM 48 SSD 84 HDD 

Vantage: AWS m4.4xlarge 16 vCPU 64GB RAM 25 SSD 

Redshift: AWS dc2.large 2 vCPU 16GB RAM 1 SSD 

Snowflake: AWS c5d.2xlarge 8 vCPU 16GB RAM 1 SSD 

Data Collection 

During this project we performed TPC-DS benchmark tests and collected performance 

measurement data On Prem and on each of the Cloud platforms as it shown on Figure 4 including the 

average values of CPU Service Time and KB I/O per query, elapsed time and execution time grouped 

by dataset size (1GB, 10GB and 100GB) and by the number of concurrent users (10, 20, 30, 40 and 

50). 

 

 
   

Figure 4. – Data Collection and Workload Characterization On Prem and each of the Cloud 

platform 

 

We used BEZNext data collection agents to collect measurement data On Prem from 

ResUsage, DBQL, TDWM tables every hour. 
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On each Cloud our agents extracted measurement data stored in system tables. A sample of 

measurement data collected during TPC-DS Benchmarks is shown in Table 1. 

 

Table 1. – Measurement data collected during the benchmark tests On Prem and on each Cloud 

platform includes the average values of CPU Service Time and KB I/O per Query Type, 

Elapsed Time and Execution Time grouped by Data set size by the number (#) of 

concurrent users 

 
 

Workload Characterization On Prem 

On Prem measurement data are automatically aggregated into business workloads. 

Results of the workload characterization are used for performance analysis, Anomaly and 

Root cause detection and seasonality determination. 

An example of CPU consumption by different workloads for 24 hours is shown on Figure 5. 

Each shift has a different pattern of resource usage that will be used in our use case to decide when 

to allocate and deallocate resources to take advantage of Clouds’ elasticity. 

 

 
 

Figure 5. – Example of hourly CPU utilization for On Prem Data Warehouse workloads 

 

Results of the workload characterization are also used to determine the Seasonal Peaks for 

each workload. Each Seasonal Peak is characterized by start time, duration and amplitude of peak. 

This information is used to ensure that sufficient resources are proactively allocated exactly when 

needed and deallocated after then. Automatic determination of seasonal peaks (Figure 6) is used to 

proactively modify rules of resource allocation and deallocation to continuously meet SLGs and lower 

the cost [2]. 

Figure 6 below shows an example of the seasonal peaks for each workload On Prem, where 

three workloads have peaks in resource utilization daily. 
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Figure 6. – Example of determining Daily Peaks for Production Workloads 

 

Workload Characterization Change for the Clouds 

The main goal of running benchmarks on each Cloud is to compare the difference in CPU 

Service time and KB per query for each of the business workloads On Prem and in each of the Clouds. 

For each workload we compared the TPC-DS CPU service time On Prem with CPU Service 

time consumed by TPC-DS queries on each of the Cloud platform and calculated the average CPU 

time ratio. The same for KB per query. We applied the ratios to modify service time of production 

workloads in the queueing network model of each Cloud. 

Modeling. The goal of modeling is to predict the impact of the expected workload and volume 

of data growth and impact of new application implementation on performance of each workload for 

On Prem and for each Cloud platform. We apply Queueing Network models, ML and AI algorithms 

(Figure 7) to determine the minimum configuration required to meet SLGs for each workload for 

every hour of the Day during the next 12 months and calculate cost. 

 

 
 

Figure 7. – Modeling and Optimization is used to determine the minimum configuration required to 

meet SLGs for each workload for every hour of the Day during the next 12 months and calculate 

cost. 

 

BEZNext incorporates Closed Queueing Network Models modified to be able to accurately 

predict not only the impact of the workload and volume of data growth, impact of changing hardware 

and software configuration in multi-tier, distributed, parallel processing environment, but also to 

predict the impact of changing Priorities, Level of concurrency and resource allocation on 

performance of each workload and many other “what if” questions [3]. A BEZNext Capacity Planning 
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Adviser based on Gradient Search optimization technology is used to find the minimum number of 

instances and instance types which will be required to meet SLGs for each workload every hour of 

the day during the next 12 months for each of the possible Cloud platforms (Figure 8). 

 

 

 
 

Figure 8. – Example of predicting the minimum configuration required for Vantage to provide 

Response Time better than current level On Prem during next 12 months for night, day and evening 

shifts 

 

Minimum configuration determined during modeling and publicly available information 

about cost of instances is used to predict monthly and yearly cost of running On Prem workloads on 

each of the optional Cloud platform. 

 

Table 2. – Pricing information for different Instance types 

 
 

Conclusion. The methodology and use case illustrate how BEZNext Performance Assurance 

modeling and optimization software is used to evaluate AWS Redshift, Vantage and Snowflake 

platforms to select the best Cloud platform for Data Warehouse workloads. 

We used measurement data collected during TPC-DS benchmark against different data set 

sizes with different number of concurrent users to estimate changes of CPU service time and KB per 

query for each workload in each Cloud comparing with the On Prem Data Warehouse environment. 

We illustrated results of applying ML and AI algorithms for workload characterization and 

seasonality determination. 
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Queueing Network Models were used to predict the impact of the expected workload and 

volume of data growth on performance and resource utilization for each workload. Optimization 

technology was used to predict the minimum configuration of each Cloud which will be required to 

meet SLGs. These results were used to compare cost and select the Cloud platform with minimum 

cost. 
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