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Рисунок 2 – Распределение напряженности магнитного поля а) и магнитной проницаемости б)

в трехслойном экране радиуса 2 3.6R = см и суммарной толщины 0.18h = мм
(толщины слоев 1 0.05h = мм, 2 0.08h = мм и 3 0.05h = мм)
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Person’s unique biometric identity can be used to distinguish different people and to augment and
upgrade the current regular PIN and password systems for gaining access to computers, phones, or restricted
access rooms and buildings [1].

The most popular examples of these systems are iPhone’s fingerprint and Facebook’s facial recognition
technologies. Biometric security systems are already in use across many industries incorporating and
affecting directly the lives of virtually all people on the planet e.g. personal ID cards or e-Passports
throughout the world. In the United States, all e-passports have a chip that contains a digital photograph of
one’s face, fingerprints, iris, as well as the sophisticated technology that prevents the chip from being read or
the data from being skimmed by other unauthorized data-readers. Voice recognition is strengthening other
biometric login solutions. The USAA banking app, for example, uses facial recognition and voice
recognition to provide easy and secure multi-factor biometric security, the voice component adding an extra
level of liveness detection to the process.

Each  of  the  main  AI  assistants  –  Apple’s  Siri,  Microsoft’s  Cortana,  and  Android’s  OK Google  –  can
perform searches and basic tasks based on voice command. Siri was upgraded in 2015 to be able to recognize
who is speaking

Speech and voice recognition are contactless, software based technologies, and as such are counted
among the most convenient biometrics in regular use. Voice recognition commonly referred to a voiceprint,
is the identification and authentication arm of the vocal modalities. Speech recognition, on the other hand, is
a user interface technology. In today’s increasingly mobile and connected world, having hands free interface
options is critical. Speech recognition technology, also called voice command, allows users to interact with
and control technologies by speaking to them.

Currently, machine learning methods are widely used in the field of speech technologies. Supervised
learning systems generally make use of Artificial Neural Networks (NN), sets of artificial neuron-like points
connected together with each other to form networks. The Artificial Neural Network processing points are
trained by presenting them with some inputs (for instance, voice samples) each of which is already labeled
by human trainers with an output result. This set of inputs and matched outputs is called a training dataset.

After training a NN with the prepared training dataset should be able to extract the features and thus
identify which template is presented, or be able to reject the given sample if it wasn’t present in the original
training data set. Neural Networks have the ability to help derive valuable meaning from complex and
imprecise data through varies different method and techniques, and by detecting and extracting trends and
patterns which are way too detailed and complex for other computational techniques or directly for humans
to extract from. Generally NN can be subcategorized into 6 different broad categories based on the functions
which they can perform on the given data sets, amongst them we are now interested in the Recurrent Neural
Network (RNN) type which is especially useful with voice samples [2].

The  Recurrent  Neural  Network  allows  for  a  bi-directional  flow of  data  which  is  especially  useful  for
purpose of speech recognition. In our work, we will use TensorFlow – a framework for machine learning.
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TensorFlow allows building neural network models to recognize spoken words. Module development
includes 4 stages: create (or use a ready-made one) dataset; build NN; train the NN; test NN.
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Face recognition is the automatic localization of a human face in an image or video and, if necessary,
identification of a person's identity based on available databases. Interest in these systems is very high due to
the wide range of tasks that they solve. In particular, face recognition is widely used in security systems and
data protection systems, as a way to verify personnel who have access to sensitive enterprise data. Today,
machine learning methods, in particular Deep learning methods, have been widely used in the field of pattern
recognition (especially face recognition).

The General principle of operation can be divided into four steps:
– Face detection, when a face is detected in the frames of a photo or video camera.
– Face analysis, which consists of scanning the nodal points on the detected face.
– Converting an image into data, or converting into unique numeric data called a faceprint.
– Search for data matches, during which the face print is compared with a database of photos with

identifiers that can be compared.
This identification method can be implemented using the Python programming language with the

OpenCV library (Open Source Computer Vision Library). OpenCV is an open source computer vision and
machine learning software library. The library has more than 2500 optimized algorithms, which includes a
comprehensive set of both classic and state-of-the-art computer vision and machine learning algorithms.
These algorithms can be used to detect and recognize faces, identify objects, classify human actions in
videos and many other purposes.

To build our OpenCV face recognition pipeline, we’ll be applying deep learning in two key steps: to
apply face detection, which detects the presence and location of a face in an image, but does not identify it;
to extract the 128-d feature vectors (so called embeddings) that quantify each face in an image. For working
with data arrays, the Python programming language is used, including the scikit-learn library for extracting
features from a data set

To implement such a project you need to work out 3 stages:
– Face detection and data collection.
– Training of Recognizer.
– Face recognition.
First  of  all,  we need to capture a  face to compare it  with a  new face captured in the future.  The most

common method of face detection uses the Haar cascade classifier [1].
Initially, the algorithm requires a lot of positive images (faces), and negative images (without faces) to

train the classifier. Then you need to extract functions from the classifier. The OpenCV library comes with a
trainer and detector that can recognize not only faces, but also any other objects similar to the specified
parameters [2].

A data set is created that stores groups of photos in gray with the part that was used for face detection. A
set of 30 samples for each identifier can be considered optimal.

On the training stage takes all user data from our dataset and the OpenCV – Recognizer library
instructor. This is done directly using a specific OpenCV function. To train a face recognition model with
deep learning, each input batch of data includes three images: the anchor (current face); the positive image
(image of person with the same identity with anchor); the negative image (does not have the same identity
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