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## Introduction

The problem of decomposition of a Boolean function consists in searching a representation of a given Boolean function in a form of superposition of two of more functions that are simpler in a certain sense than the given one. The decomposition problem is one of important and complicated problems in logical design. Its successful solution influences directly on the quality and cost of digital devices being designed. In a number of cases, a solution of this problem of decomposition gives a possibility to replace a complicated hardware implementation of a Boolean function in a large number of arguments by a simpler problem of implementation of several functions of less complexity.

There exist rather many various kinds of a Boolean function decomposition [1]. One of them is bi-decomposition. The bi-decomposition problem is set as follows. Given a Boolean function $y=f(\mathbf{x})$ where the components of vector $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ are Boolean variables forming a set $X$, find a superposition $f(\mathbf{x})=\varphi\left(g_{1}\left(\mathbf{z}_{1}\right), g_{2}\left(\mathbf{z}_{2}\right)\right)$ where the components of vectors $\mathbf{z}_{1}$ and $\mathbf{z}_{2}$ are Boolean variables from sets $Z_{1} \subset X$ and $Z_{2} \subset X$, respectively, the type of the function $\varphi$ of two variables is given, as well. It can be any of ten Boolean functions with two essential arguments represented by logic algebra operations. As usual, the sets $Z_{1}$ and $Z_{2}$ are given and $Z_{1} \cap Z_{2}=\varnothing$. Such a bi-decomposition is called disjoint in contrast to non-disjoint bi-decomposition where the condition $Z_{1} \cap Z_{2}=\varnothing$ is not obligatory, but restrictions can be put on the cardinalities of the sets $Z_{1}$ and $Z_{2}$.

There are known examples of applying methods for bi-decomposition in increasing performance of circuits [2,3] and in the synthesis of circuits based on FPGA [4]. The problem of bi-decomposition using XOR operation with a given partition $\left\{Z_{1}, Z_{2}\right\}$ of $X$ is considered in [5] where logical equations are suggested to be used for solving the problem. The probability of existence of any kind of decomposition for a completely specified Boolean function is very low, while the situation differs in the case of incompletely specified (partial) functions, especially when they are defined at a small part of Boolean space. Such a case of disjoint bi-decomposition at a given partition $\left\{Z_{1}, Z_{2}\right\}$ of $X$ was investigated in detail in [6].

Below, the problem of bi-decomposition of a partial Boolean function is considered. In this case, a superposition $\varphi\left(g_{1}\left(\mathbf{z}_{1}\right), g_{2}\left(\mathbf{z}_{2}\right)\right) \geqslant f(\mathbf{x})$ for a given partial Boolean function $y=f(\mathbf{x})$ must be found where $\geqslant$ denotes the relation of realization, i.e. the values of the function $\varphi$ coincide with the values of the function $f$ anywhere they are defined. As well as in the problem set above, the components of the vectors $\mathbf{z}_{1}$ and $\mathbf{z}_{2}$ are the variables from $Z_{1} \subset X$ and $Z_{2} \subset X$, respectively. The sets $Z_{1}$ and $Z_{2}$ are not given. They can intersect, but it is naturally that the sum of their cardinalities should be minimal. There exist various methods for disjoint and non-disjoint bi-decompositions [7-10]. Here we describe a method for bi-decomposition that uses the approach to solving the problem of parallel decomposition of partial Boolean functions suggested in [11].

## 1. The applied approach

The Boolean function is supposed to be given in a matrix form, i.e. by a pair of matrices $\mathbf{X}$ and $\mathbf{Y}$ where $\mathbf{X}$ is a Boolean or ternary matrix representing a part of Boolean space of arguments that is the definition domain of the given function $f$ and $\mathbf{Y}$ is a onecolumn Boolean matrix that shows the values of the function $f$ on elements or intervals of the Boolean space represented by $\mathbf{X}$. The rows of $\mathbf{X}$ and one-element rows of $\mathbf{Y}$ have a natural common numeration.

Let us consider graphs $G_{X}=\left(V, E_{X}\right)$ and $G_{Y}=\left(V, E_{Y}\right)$ where $V$ is the set of common numbers of rows in matrices $\mathbf{X}$ and $\mathbf{Y}$. The edges from the set $E_{X}$ correspond to the pairs of orthogonal rows in $\mathbf{X}$. Two rows of a ternary matrix are orthogonal if there is a column where 0 is in one of them and 1 in the other [12]. The edges from the set $E_{Y}$ correspond to the pairs of elements in $Y$ with different values. Evidently, $G_{Y}$ is a complete bipartite graph where one part corresponds to the set of 0 s in $\mathbf{Y}$, and the other to the set of 1 s . The function is given correctly by matrices $\mathbf{X}$ and $\mathbf{Y}$ if $E_{Y} \subseteq E_{X}$, i.e. $G_{Y}$ is a spanning subgraph of $G_{X}$. Any pair of matrices $(\mathbf{X}, \mathbf{Y})$ of the described form can be considered as a representation of a partial Boolean function if the graph $G_{Y}$ is a spanning subgraph of the graph $G_{X}$.

Let every edge in $G_{X}$ be assigned with the set of variables from the set $X=\left\{x_{1}\right.$, $\left.x_{2}, \ldots, x_{n}\right\}$, by which the corresponding pair of rows in $\mathbf{X}$ is orthogonal. Let a complete bipartite subgraph, or biclique, of $G_{X}$ be assigned with a set of variables from $X$ taken one by one from each edge belonging to that biclique.

The set of variables assigned to a biclique is formed as follows. Let $\left\{x_{i}, x_{j}, \ldots, x_{k}\right\}$ be the set of variables, by which two rows of $\mathbf{X}$ correspond to an edge of $G_{X}$. Form elementary disjunction $x_{i} \vee x_{j} \vee \ldots \vee x_{k}$ from those variables. For a biclique, construct conjunctive normal form (CNF) with terms which are those elementary disjunctions taken from all edges belonging to the biclique. After deleting possible absorbed disjunctions, transform the CNF into disjunctive normal form (DNF) by opening the brackets. The variables from the term of minimal rank in the obtained DNF constitute the set assigned to the biclique.

A biclique is called admissible if it contains at least one edge from $E_{Y}$ and the number of variables assigned to it is less than the number $n$ of arguments of the given function $f$.

If the type of the function $\varphi$ is not given, then the problem of bi-decomposition can be considered as a particular case of the parallel decomposition problem for a system of partial Boolean functions considered in [11]. In our case, only one function is decomposed, and the number of sub-functions is limited to two. The following Proposition is a base of the method.

Proposition 2. For a partial Boolean function $f(\mathbf{x})$ given by matrices $\mathbf{X}$ and $\mathbf{Y}$, there exists a realizing it superposition $\varphi\left(g_{1}\left(\mathbf{z}_{1}\right), g_{2}\left(\mathbf{z}_{2}\right)\right)$ if there is a two-block cover of the set $E_{Y}$ by admissible bicliques of the graph $G_{X}$.

Let bicliques $B_{1}$ and $B_{2}$ constitute that cover. Every biclique $B_{i}, i=1,2$, can be given by a pair of vertex sets $\left\langle V_{i}^{\prime}, V_{i}^{\prime \prime}\right\rangle$ such that each vertex from $V_{i}^{\prime}$ is connected with all the vertices of $V_{i}^{\prime \prime}$ by edges. Any function $g_{i}\left(\mathbf{z}_{i}\right)$ is given by matrices $\mathbf{X}_{i}$ and $\mathbf{Y}_{i}$. The matrix $\mathbf{X}_{i}$ is the minor of $\mathbf{X}$ formed by the columns corresponding to variables assigned to the biclique $B_{i}$. The matrix $\mathbf{Y}_{i}$ has only one column with 0 s in rows corresponding to vertices in $V_{i}^{\prime}$, and with 1 s in rows corresponding to vertices in $V_{i}^{\prime \prime}$ (or vice versa). An element of this column has value "-" if its corresponding vertex is absent in both $V_{i}^{\prime}$ and $V_{i}$ ". The function $\varphi$ is given by matrices $\mathbf{U}$ and $\boldsymbol{\Phi}$. The matrix $\mathbf{U}$ consists of the columns representing $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$, and the matrix $\boldsymbol{\Phi}$ coincides with $\mathbf{Y}$. As it was said above, a pair of matrices ( $\mathbf{U}, \boldsymbol{\Phi}$ ) can be considered as a representation of a partial Boolean function. It is easy to see that for any value of vector $\mathbf{x}$ taken arbitrarily from the definition domain of the given function $f$, the values of $\varphi$ and $f$ coincide. So, the pairs of matrices $\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right),\left(\mathbf{X}_{2}, \mathbf{Y}_{2}\right)$ and $(\mathbf{U}, \boldsymbol{\Phi})$ represent the desired superposition. This representation can be redundant as there can be repeated or absorbed rows in the matrices and symbol "-" in one-column matrices $\mathbf{Y}_{i}$. This redundancy can be eliminated easily by removing rows from the matrices.

Thus, the process of solving the considered problem with minimizing the sum of the numbers of arguments in the functions $g_{1}$ and $g_{2}$ consists of the following stages.

1. Finding all the maximal admissible bicliques in graph $G_{X}$. The method described in [13] can be used for this purpose. Note that graph $G_{Y}$ is a biclique of $G_{X}$, which should not be admissible because it is a one-block cover of $E_{Y}$ leading to a trivial solution - one of the functions $g_{i}$ is a constant. Any found biclique $B_{j}$ is assigned with weight as an ordered pair $\left(r_{j}, s_{j}\right)$ where $r_{j}$ is the minimal rank of a term in the corresponding DNF, $s_{j}$ is the number of such terms. This stage is a "bottle-neck" in the suggested method, as the upper bound of the number of all the maximal bicliques in a graph with $m$ vertices is $2^{m-1}-1$. It is reached in a complete graph. Graph $G_{X}$ is the same one if $\mathbf{X}$ is a Boolean matrix.
2. Obtaining a two-block cover of $E_{Y}$ by the found bicliques. The cover must have the best weight. The weight of a cover consisting of bicliques $B_{i}$ and $B_{j}$ is an ordered pair ( $R_{k}, S_{k}$ ) where $R_{k}=r_{i}+r_{j}$ and $S_{k}=s_{i}+s_{j}$. A weight $\left(R_{k}, S_{k}\right)$ is considered better than a weight $\left(R_{l}, S_{l}\right)$ if $R_{k}<R_{l}$ or $S_{k}>S_{l}$ when $R_{k}=R_{l}$. At this stage, the demand of non-intersecting sets $Z_{1}$ and $Z_{2}$ in disjoint bi-decomposition is satisfied. The complexity of finding all the two-block covers is expressed by the second power polynomial relative to the number of sets, among which the cover is looked for. Therefore, the enumeration of all the two-block covers is not considered as a laborious task.
3. Constructing Boolean functions $g_{1}\left(\mathbf{z}_{1}\right)$ and $g_{2}\left(\mathbf{z}_{2}\right)$ that are represented by matrices $\mathbf{X}_{1}, \mathbf{Y}_{1}$ and $\mathbf{X}_{2}, \mathbf{Y}_{2}$, and obtaining function $\varphi$ if its type is not given.

If the type of the function $\varphi$ is given, the linear and non-linear functions should be considered separately, as it was done in [6], because the sets of admissible bicliques
and two-block covers have different peculiarities in those cases. Among Boolean functions depending essentially on two arguments, the linear functions are ones expressed by XOR and equivalence operations. The rest are non-linear functions.

## 2. Bi-decomposition with a non-linear function

To give the type of the function $\varphi$, every pair of rows in matrices $\mathbf{X}$ and $\mathbf{Y}$ of the same name should be assigned with the set of possible values of functions $g_{1}$ and $g_{2}$ that are required according to the value of the given function $f$. For instance, if $\varphi=g_{1} \wedge g_{2}$ (that is, $\varphi$ is expressed by conjunction), then that set is $\{(1,1)\}$ at $f=1$ or $\{(0,0),(0,1),(1,0)\}$ at $f=0$. The latter set can be given as $\{(0,-),(-, 0)\}$, i.e. the value of one of the functions $g_{1}$ or $g_{2}$ can be indefinite. Note that according to the way of construction of the functions $g_{1}$ and $g_{2}$, the vertices of graph $G_{X}$, to which the rows of $\mathbf{X}$ and $\mathbf{Y}$ with assigned one-element set $\{(1,1)\}$ correspond, are in the same part in any of all the admissible bicliques. Denote the set of them by $W$. At that, the number of maximal admissible bicliques is limited to $2^{m-|W|-1}$ where $m$ is the number of vertices of a graph, $|W|$ is the cardinality of $W$. That is almost $2^{|W|-1}$ times less than the number of all the maximal bicliques.

Such reasons are true for other non-linear functions as well, but, for example, the set $W$ will consist of vertices with corresponding one-element set $\{(0,0)\}$ for disjunction and of vertices with $\{(1,0)\}$ for implication.

As an example, let us take a partial Boolean function given by matrices

$$
\mathbf{X}=\begin{gathered}
x_{1} \\
x_{2}
\end{gathered} x_{3} x_{4} x_{5} x_{6}, \begin{gathered}
y \\
{\left[\begin{array}{cccccc}
1 & 0 & - & 0 & 1 & 0 \\
0 & - & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & - & 1 & 0 \\
0 & - & - & 0 & 1 & - \\
0 & 1 & 0 & 1 & 1 & 1 \\
1 & 0 & - & 1 & 1 & - \\
- & 0 & 1 & - & 1 & 1
\end{array}\right] \begin{array}{l}
1 \\
2 \\
3 \\
4
\end{array}, \quad \mathbf{Y}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
1 \\
6 \\
1 \\
1 \\
1
\end{array}\right] .}
\end{gathered}
$$

The values of $y$ are not defined at the part of Boolean space of variables $x_{1}, x_{2}, x_{3}, x_{4}$, $x_{5}, x_{6}$, which is not covered by the intervals represented by $\mathbf{X}$. The sets of variables assigned to the edges of graph $G_{X}$ are shown in Table 1 where rows and columns correspond to the vertices of $G_{X}$. The empty squares show absence of edges between corresponding vertices.

Table 1

| $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}, x_{4}, x_{5}, x_{6}$ | $x_{2}$ | $x_{1}$ | $x_{1}, x_{2}, x_{4}, x_{6}$ | $x_{4}$ | $x_{6}$ |
|  | $x_{1}, x_{5}, x_{6}$ | $x_{4}, x_{5}$ | $x_{3}, x_{5}$ | $x_{1}, x_{5}$ | $x_{5}$ |
| $v_{1}$ |  |  |  |  |  |
| $v_{2}$ |  |  |  |  |  |
|  |  | $x_{1}$ | $x_{1}, x_{3}, x_{6}$ | $x_{2}$ | $x_{2}, x_{6}$ |
| $v_{3}$ |  |  |  |  |  |
| $v_{4}$ |  |  |  |  |  |
|  |  |  | $x_{4}$ | $x_{1}, x_{4}$ |  |
| $v_{4}$ |  |  |  |  |  |
|  |  |  |  | $x_{1}, x_{2}$ | $x_{2}, x_{3}$ |
| $v_{5}$ |  |  |  |  |  |
| $v_{6}$ |  |  |  |  |  |

Let the function $\varphi$ be expressed by Sheffer function (inverse conjunction). In this case $W=\left\{v_{1}, v_{2}, v_{3}\right\}$.

All the maximal admissible bicliques of the graph $G_{X}$ in the form of a pair of subsets of vertices with corresponding CNF and DNF are:

1) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\},\left\{v_{6}\right\}\right\rangle, x_{2} x_{4}\left(x_{1} \vee x_{5}\right)=x_{1} x_{2} x_{4} \vee x_{2} x_{4} x_{5}$;
2) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{5}, v_{6}\right\},\left\{v_{4}\right\}\right\rangle, x_{1} x_{4}$;
3) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{6}\right\},\left\{v_{4}, v_{5}\right\}\right\rangle, x_{1}\left(x_{4} \vee x_{5}\right)\left(x_{3} \vee x_{5}\right)=x_{1} x_{3} x_{4} \vee x_{1} x_{5}$;
4) $\left\langle\left\{v_{1}, v_{2}, v_{3}\right\},\left\{v_{4}, v_{5}, v_{6}\right\}\right\rangle, x_{1} x_{2} x_{4}\left(x_{3} \vee x_{5}\right)=x_{1} x_{2} x_{3} x_{4} \vee x_{1} x_{2} x_{4} x_{5}$;
5) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{5}\right\},\left\{v_{6}, v_{7}\right\}\right\rangle, x_{2} x_{4} x_{5} x_{6}$;
6) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{6}, v_{7}\right\},\left\{v_{5}\right\}\right\rangle, x_{4}\left(x_{3} \vee x_{5}\right)\left(x_{1} \vee x_{3} \vee x_{6}\right)\left(x_{1} \vee x_{2}\right)=x_{1} x_{2} x_{4} x_{5} \vee x_{1} x_{3} x_{4} \vee$ $\vee x_{2} x_{3} x_{4} \vee x_{2} x_{4} x_{5} x_{6}$;
7) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\},\left\{v_{5}, v_{6}, v_{7}\right\}\right\rangle, x_{2} x_{4} x_{5} x_{6}$;
8) $\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{5}\right\},\left\{v_{4}, v_{6}, v_{7}\right\}\right\rangle, x_{1} x_{2} x_{4} x_{5} x_{6}$;
9) $\left\langle\left\{v_{1}, v_{2}, v_{3}\right\},\left\{v_{4}, v_{5}, v_{7}\right\}\right\rangle, x_{1} x_{5} x_{6}$.

The table of covering the edge set of $G_{Y}$ by those bicliques after application of reduction rules [12] looks as Table 2 where the obtained bicliques are represented by their numbers. The two-block cover with the best weight consists of the bicliques 1 and 9 .

Table 2

| No | $v_{1} v_{4}$ | $v_{1} v_{5}$ | $v_{1} v_{6}$ | $v_{1} v_{7}$ | $v_{2} v_{4}$ | $v_{2} v_{5}$ | $v_{2} v_{6}$ | $v_{2} v_{7}$ | $v_{3} v_{4}$ | $v_{3} v_{5}$ | $v_{3} v_{6}$ | $v_{3} v_{7}$ | Weight |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  |  | 1 |  |  |  | 1 |  |  |  | 1 |  | 3,2 |
| 2 | 1 |  |  |  | 1 |  |  |  | 1 |  |  |  | 2,1 |
| 3 | 1 | 1 |  |  | 1 | 1 |  |  | 1 | 1 |  |  | 2,1 |
| 4 | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 4,2 |
| 5 |  |  | 1 | 1 |  |  | 1 | 1 |  |  | 1 | 1 | 4,1 |
| 6 |  | 1 |  |  |  | 1 |  |  |  | 1 |  |  | 3,2 |
| 7 |  | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 | 4,1 |
| 8 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 5,1 |
| 9 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 1 | 1 |  | 1 | 3,1 |

The functions $g_{1}\left(x_{1}, x_{2}, x_{4}\right)$ (or $\left.g_{1}\left(x_{2}, x_{4}, x_{5}\right)\right)$ and $g_{2}\left(x_{1}, x_{5}, x_{6}\right)$ are constructed by these bicliques with corresponded DNFs and the given matrices $\mathbf{X}, \mathbf{Y}$. This is a non-disjoint decomposition with intersection of the set $Z_{1}$ and $Z_{2}$ by $x_{1}$. None of the obtained covers leads to disjoint decomposition. One of the variants of the solution is represented by the following matrices (the type of $\varphi$ is given):

The result of bi-decomposition of the given partial Boolean function after minimizing DNF is represented by the following formulas (the variable $x_{3}$ turns out to be an inessential argument):

$$
g_{1}=\overline{x_{1}} \vee x_{2} \vee \overline{x_{4}}, g_{2}=x_{1} \overline{x_{6}} \vee \overline{x_{5}}, y=g_{1} \mid g_{2}=\overline{g_{1} \wedge g_{2}} .
$$

## 3. Bi-decomposition with a linear function

According to the values of a given function $f$, for a linear function $\varphi$, certain pairs of rows in matrices $\mathbf{X}$ and $\mathbf{Y}$ of the same name are assigned with the set $\{(0,0),(1,1)\}$ of possible values of functions $g_{1}$ and $g_{2}$, the others are assigned with $\{(0,1),(1,0)\}$. Since the values of functions $g_{1}$ and $g_{2}$ must be defined at any row of matrix $\mathbf{X}$, it must be orthogonalized in order to obtain a complete graph of row orthogonality. Orthogonalization of a ternary
matrix consists in obtaining a matrix equivalent to it with mutually orthogonal rows. Since the values of functions $g_{1}$ and $g_{2}$ are required to be defined at any row of matrix $\mathbf{X}$, not every cover of $E_{X}$ by two bicliques can be the base for constructing $g_{1}$ and $g_{2}$. It would be better not to refer to the cover problem, but look for pairs of bicliques agreed with the values of $g_{1}$ and $g_{2}$.

Denote by $W$ the set of vertices of $G_{X}$ corresponding to the rows of the orthogonalized matrix $\mathbf{X}$ with assigned set $\{(0,1),(1,0)\}$. Let us find all maximal bicliques $B_{1}, B_{2}, \ldots, B_{p}$ of the subgraph of $G_{X}$ induced by the set $W$. Every biclique is represented as $B_{i}=\left\langle V_{i}^{0}, V_{i}^{1}\right\rangle$ where upper index 0 (1) shows the value of $g_{j}(j=1,2)$ at the sets of argument values corresponding to $V_{i}^{0}$ (to $V_{i}^{1}$ ). The number of those bicliques is $p=2^{|W|-1}-1$. For every of them we form the pair $\left\langle\left\langle V_{i}^{0}, V_{i}^{1}\right\rangle,\left\langle U_{i}^{0}, U_{i}^{1}\right\rangle\right\rangle$ where $U_{i}^{0}=V_{i}^{1}$ and $U_{i}^{1}=V_{i}^{0}$ at first. The further process of obtaining the pairs of bicliques that define the values of the functions $g_{1}$ and $g_{2}$ can be described by the Algorithm 1. The input data for it are $p$ pairs in the form of $\left\langle\left\langle V_{i}^{0}, V_{i}^{1}\right\rangle,\left\langle U_{i}^{0}, U_{i}^{1}\right\rangle\right\rangle$ and the set $V \backslash W$.

```
Algorithm 1.
    \(A:=V \backslash W\), choose \(v \in A, A:=A \backslash\{v\}, i:=0\).
    \(i:=i+1\). If \(i>p\), go to 3 , otherwise \(C_{i}^{0}:=V_{i}^{0}, C_{i}^{1}:=V_{i}^{1}, D_{i}^{0}:=U_{i}^{0}, D_{i}^{1}:=U_{i}^{1}\),
    \(C_{i}^{0}:=C_{i}^{0} \cup\{v\}, D_{i}^{0}:=D_{i}^{0} \cup\{v\}\), go to 2.
    If \(A=\varnothing\), go to 6 , otherwise choose \(v \in A, A:=A \backslash\{v\}, i:=0, j:=p\);
    \(i:=i+1\). If \(i>p, p:=j, i:=0\), go to 5 , otherwise \(V_{i}^{0}:=C_{i}^{0} \cup\{v\} ; U_{i}^{0}:=D_{i}^{0} \cup\{v\} ;\)
    \(V_{i}^{1}:=C_{i}^{1} ; U_{i}^{1}:=D_{i}^{1}, j:=j+1, V_{j}^{1}:=C_{i}^{1} \cup\{v\}, U_{j}^{1}:=D_{i}^{1} \cup\{v\}, V_{j}^{0}:=C_{i}^{0}, U_{j}^{0}:=D_{i}^{0}\),
    go to 4;
    5: \(i:=i+1\). If \(i>p\), go to 3 , otherwise \(C_{i}^{0}:=V_{i}^{0}, C_{i}^{1}:=V_{i}^{1}, D_{i}^{0}:=U_{i}^{0}, D_{i}^{1}:=U_{i}^{1}\),
    go to 5 .
    End.
```

The result of the algorithm executing is the set of transformed pairs in the form of $\left\langle V_{i}^{0}, V_{i}^{1}\right\rangle,\left\langle U_{i}^{0}, U_{i}^{1}\right\rangle$ where the union of parts of bicliques $V_{i}^{0}, V_{i}^{1}$ or $U_{i}^{0}, U_{i}^{1}$ has all the vertices of $V$. The number of those pairs is expressed by the following formula:

$$
\begin{equation*}
p=\left(2^{|W|-1}-1\right) 2^{|V \backslash W|-1} . \tag{1}
\end{equation*}
$$

The algorithm does not describe how to form the corresponded CNFs. It is done in order not to complicate the algorithm description. The bicliques and corresponding CNFs can be formed simultaneously or separately.

Solution of the bi-decomposition problem for the function $\varphi=g_{1} \oplus g_{2}$ (XOR operation) is shown on the example above. After orthogonalization of matrix X the pair of matrices $\mathbf{X}$ and $\mathbf{Y}$ are as follows:

$$
\mathbf{X}=\left[\begin{array}{cccccc}
x_{1} & x_{2} & x_{3} & x_{4} & x_{5} & x_{6} \\
{\left[\begin{array}{cccccc}
1 & 0 & - & 0 & 1 & 0 \\
0 & - & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & - & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 \\
0 & - & - & 0 & 1 & - \\
0 & 0 & 1 & 1 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 & 1 \\
1 & 0 & - & 1 & 1 & -
\end{array}\right] \begin{array}{l}
3 \\
4 \\
5
\end{array}, \quad \mathbf{Y}=\left[\begin{array}{c}
y \\
6 \\
0 \\
0 \\
1 \\
1 \\
1 \\
1 \\
1
\end{array}\right] .}
\end{array}\right.
$$

Table 3 represents the sets of variables assigned to the edges of $G_{X}$ likewise Table 1. In this case $W=\left\{v_{4}, v_{5}, v_{6}, v_{7}, v_{8}\right\}$. The maximal bicliques of the subgraph of $G_{X}$ induced by $W$ with corresponding CNFs and DNFs are given below:

$$
\begin{aligned}
& \left\langle\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{8}\right\}\right\rangle, x_{1} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{6}, v_{8}\right\},\left\{v_{7}\right\}\right\rangle, x_{1} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{6}\right\},\left\{v_{7}, v_{8}\right\}\right\rangle, x_{1} ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{7}, v_{8}\right\},\left\{v_{6}\right\}\right\rangle, x_{1} x_{4}\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} x_{4} \vee x_{1} x_{3} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{7}\right\},\left\{v_{6}, v_{8}\right\}\right\rangle, x_{4}\left(x_{2} \vee x_{3}\right)\left(x_{1} \vee x_{2}\right)=x_{1} x_{3} x_{4} \vee x_{2} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{8}\right\},\left\{v_{6}, v_{7}\right\}\right\rangle, x_{1} x_{4}\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} x_{4} \vee x_{1} x_{3} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{5}\right\},\left\{v_{6}, v_{7}, v_{8}\right\}\right\rangle, x_{1} x_{4}\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} x_{4} \vee x_{1} x_{3} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{6}, v_{7}, v_{8}\right\},\left\{v_{5}\right\}\right\rangle, x_{1} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{6}, v_{7}\right\},\left\{v_{5}, v_{8}\right\}\right\rangle, x_{1} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{6}, v_{8}\right\},\left\{v_{5}, v_{7}\right\}\right\rangle, x_{4} ; \\
& \left\langle\left\{v_{4}, v_{6}\right\},\left\{v_{5}, v_{7}, v_{8}\right\}\right\rangle, x_{1} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{7}, v_{8}\right\},\left\{v_{5}, v_{6}\right\}\right\rangle, x_{1} x_{4}\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} x_{4} \vee x_{1} x_{3} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{7}\right\},\left\{v_{5}, v_{6}, v_{8}\right\}\right\rangle, x_{1} x_{4}\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} x_{4} \vee x_{1} x_{3} x_{4} ; \\
& \left\langle\left\{v_{4}, v_{8}\right\},\left\{v_{5}, v_{6}, v_{7}\right\}\right\rangle, x_{1} x_{4}\left(x_{2} \vee x_{3}\right)=x_{1} x_{2} x_{4} \vee x_{1} x_{3} x_{4} ; \\
& \left\langle\left\{v_{4}\right\},\left\{v_{5}, v_{6}, v_{7}, v_{8}\right\}\right\rangle, x_{4}\left(x_{2} \vee x_{3}\right)\left(x_{1} \vee x_{2}\right)=x_{1} x_{3} x_{4} \vee x_{2} x_{4} .
\end{aligned}
$$

Table 3

| $v_{2}$ | $v_{3}$ | $v_{4}$ | $v_{5}$ | $v_{6}$ | $v_{7}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}, x_{4}, x_{5}, x_{6}$ | $x_{2}$ | $x_{1}, x_{2}, x_{4}, x_{6}$ | $x_{1}$ | $x_{1}, x_{4}, x_{6}$ | $x_{6}$ | $x_{4}$ |
|  | $x_{1}, x_{5}, x_{6}$ | $x_{3}, x_{5}$ | $x_{4}, x_{5}$ | $x_{5}$ | $x_{1}, x_{4}, x_{6}$ | $x_{1}, x_{5}$ |
|  |  | $x_{1}, x_{3}, x_{6}$ | $x_{1}$ | $x_{1}, x_{2}, x_{6}$ | $x_{2}, x_{6}$ | $x_{2}$ |
| $v_{2}$ |  |  |  |  |  |  |
| $v_{3}$ |  |  |  |  |  |  |
|  |  |  | $x_{4}$ | $x_{2}, x_{3}$ | $x_{1}, x_{2}, x_{3}, x_{4}$ | $x_{1}, x_{2}$ |
| $v_{4}$ |  |  |  |  |  |  |
|  |  |  |  | $x_{4}$ | $x_{1}$ | $x_{1}, x_{4}$ |
| $v_{5}$ |  |  |  |  |  |  |
|  |  |  |  |  | $x_{1}, x_{4}$ | $x_{1}$ |
| $v_{6}$ |  |  |  |  |  |  |
|  |  |  |  |  |  | $x_{4}$ |
| $v_{7}$ |  |  |  |  |  |  |

As input data for Algorithm 1, the following set of pairs of bicliques is given:

$$
\begin{aligned}
& \left\langle\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{8}\right\}\right\rangle,\left\langle\left\{v_{8}\right\},\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{6}, v_{8}\right\},\left\{v_{7}\right\}\right\rangle,\left\langle\left\{v_{7}\right\},\left\{v_{4}, v_{5}, v_{6}, v_{8}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{6}\right\},\left\{v_{7}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{7}, v_{8}\right\},\left\{v_{4}, v_{5}, v_{6}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{7}, v_{8}\right\},\left\{v_{6}\right\}\right\rangle,\left\langle\left\{v_{6}\right\},\left\{v_{4}, v_{5}, v_{7}, v_{8}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{7}\right\},\left\{v_{6}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{6}, v_{8}\right\},\left\{v_{4}, v_{5}, v_{7}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{5}, v_{8}\right\},\left\{v_{6}, v_{7}\right\},\left\langle\left\{v_{6}, v_{7}\right\},\left\{v_{4}, v_{5}, v_{8}\right\}\right\rangle ;\right. \\
& \left\langle\left\{v_{4}, v_{5}\right\},\left\{v_{6}, v_{7}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{6}, v_{7}, v_{8}\right\},\left\{v_{4}, v_{5}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{6}, v_{7}, v_{8}\right\},\left\{v_{5}\right\}\right\rangle,\left\langle\left\{v_{5}\right\},\left\{v_{4}, v_{6}, v_{7}, v_{8}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{6}, v_{7}\right\},\left\{v_{5}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{5}, v_{8}\right\},\left\{v_{4}, v_{6}, v_{7}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{6}, v_{8}\right\},\left\{v_{5}, v_{7}\right\}\right\rangle,\left\langle\left\{v_{5}, v_{7}\right\},\left\{v_{4}, v_{6}, v_{8}\right\}\right\rangle ; \\
& \left\langle\left\{\left\{_{4}, v_{6}\right\},\left\{v_{5}, v_{7}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{5}, v_{7}, v_{8}\right\},\left\{v_{4}, v_{6}\right\}\right\rangle ;\right. \\
& \left\langle\left\{v_{4}, v_{7}, v_{8}\right\},\left\{v_{5}, v_{6}\right\}\right\rangle,\left\langle\left\{v_{5}, v_{6}\right\},\left\{v_{4}, v_{7}, v_{8}\right\}\right\rangle ; \\
& \left.\left\langle\left\{v_{4}, v_{7}\right\},\left\{v_{5}, v_{6}, v_{8}\right\}\right\rangle,\left\langle v_{5}, v_{6}, v_{8}\right\},\left\{v_{4}, v_{7}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}, v_{8}\right\},\left\{v_{5}, v_{6}, v_{7}\right\}\right\rangle,\left\langle\left\{v_{5}, v_{6}, v_{7}\right\},\left\{v_{4}, v_{8}\right\}\right\rangle ; \\
& \left\langle\left\{v_{4}\right\},\left\{v_{5}, v_{6}, v_{7}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{5}, v_{6}, v_{7}, v_{8}\right\},\left\{v_{4}\right\}\right\rangle .
\end{aligned}
$$

At the initial stage of Algorithm 1 (step 2), the vertex $v_{1}$ from $V \backslash W$ is added to all the pairs of bicliques, and $\left\langle\left\{v_{1}, v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{8}\right\}\right\rangle,\left\langle\left\{v_{1}, v_{8}\right\},\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\}\right\rangle$ will be the first of them. Then it is transformed into the following pairs:

$$
\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{8}\right\}\right\rangle,\left\langle\left\{v_{1}, v_{2}, v_{3}, v_{8}\right\},\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\}\right\rangle ;
$$

$$
\begin{aligned}
& \left\langle\left\{v_{1}, v_{2}, v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{3}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{1}, v_{2}, v_{8}\right\},\left\{v_{3}, v_{4}, v_{5}, v_{6}, v_{7}\right\}\right\rangle \\
& \left\langle\left\{v_{1}, v_{3}, v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{2}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{1}, v_{3}, v_{8}\right\},\left\{v_{2}, v_{4}, v_{5}, v_{6}, v_{7}\right\}\right\rangle \\
& \left\langle\left\{v_{1}, v_{4}, v_{5}, v_{6}, v_{7}\right\},\left\{v_{2}, v_{3}, v_{8}\right\}\right\rangle,\left\langle\left\{v_{1}, v_{8}\right\},\left\{v_{2}, v_{3}, v_{4}, v_{5}, v_{6}, v_{7}\right\}\right\rangle
\end{aligned}
$$

Such transformations are fulfilled concurrently for all the pairs. Among all the pairs of bicliques that are obtained by the algorithm above (according to the formula (1) the number of them is $p=60$ ), the pair with the best weight $(6,2)$ is

$$
\begin{aligned}
& \left\langle\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right\},\left\{v_{7}, v_{8}\right\}\right\rangle, x_{1} x_{2} x_{4} x_{6} ; \\
& \left\langle\left\{v_{1}, v_{2}, v_{3}, v_{7}, v_{8}\right\},\left\{v_{4}, v_{5}, v_{6}\right\}\right\rangle, x_{1} x_{5} .
\end{aligned}
$$

According to these bicliques and matrices $\mathbf{X}$ and $\mathbf{Y}$ the functions $g_{1}\left(x_{1}, x_{2}, x_{4}, x_{6}\right)$ and $g_{2}\left(x_{1}, x_{5}\right)$ are constructed that are given as follows:

Minimizing DNFs leads to the following expressions:

$$
g_{1}=\overline{x_{1}} \vee x_{2} \vee \overline{x_{4}} \overline{x_{6}}, \quad g_{2}=x_{1} \vee \overline{x_{5}}, \quad y=g_{1} \oplus g_{2}
$$

The result is in the form of non-disjoint bi-decomposition (the variable $x_{1}$ is an argument of both $g_{1}$ and $g_{2}$ ). The variant of disjoint bi-decomposition is not found out in this example.

## Conclusion

The described method for bi-decomposition differs from many known ones primarily in that it does not demand to give a partition of the set of arguments of a given function. The method has strong restrictions in practical application because of exponential growth of the number of bicliques with the growth of the number of rows of the matrices of specification. Its advantage can be that it shows the direction of the search for a solution. This can be used in developing heuristic methods.
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