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Introduction

Along with Proportional-integral-differentiating (PID) regulators, fuzzy controllers are 
increasingly being used for adaptive non-linear control of various objects. These con-
trollers are based on the device of fuzzy inference, which allows representing and using 
the expert’s knowledge to adjust the parameters of the control system [1]. There is 
a number of technical and economic requirements for designing fuzzy controllers, the 
main of which are [2,3]: 

• program quality management support [4-8]; 

• real-time management support [9,10]; 

• cost minimization of the hardware platform (microcontrollers). 

The first requirement can be characterized by such properties, as the smoothness of the 
change in the controlled parameter, resistance to noise and fluctuations, adaptability, 
learnability, etc., with unconditional fulfillment of the task. The quality of control 
depends on the applied method (algorithm) and its successful configuration [1, 4]. 

The second requirement means that for the predefined object control (actuator) it 
is necessary to execute the algorithm to control the set number of times per unit time 
[10, 15]. 

The third requirement is related to the hardware implementation of control al-
gorithms. The choice of the required type of microcontroller is determined by such 
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Figure 1: General diagram of fuzzy inference. 

characteristics as architecture, bit depth, the amount of internal memory, the pres-
ence of built-in multiplication units, etc. As a consequence, the selected element base 
determines the performance and cost of the fuzzy controller in general [11]. 

It is known that the implemented control algorithm is characterized by computa-
tional complexity and has objective limitations on the execution time for the fixed 
hardware platform. In other words, making a complex calculation in real time on sim-
ple low-power microcontrollers is an immediate problem. In our work we suggest the 
most effective ways to reduce the complexity of computing fuzzy inference algorithms, 
which do not lead to a valuable decrease in the control quality. Our suggestions will be 
analytically formulated, illustrated with examples and results of model experiments. 

1 Problem statement 

The basis of the fuzzy controller is a well-known conceptual diagram [2]. The measured 
initial data from sensors monitoring the control process are translated in the meaning 
of the linguistic variables in the block of the fuzzifier. Further, the procedure of fuzzy 
inference on the set of production rules that make up the knowledge base of the control 
system is realized. As a result, the output linguistic variables, which are combined 
(aggregated) and entered the defuzzifier block, are activated. The control actions on 
the actuating mechanisms are formed at the output of the defuzzifier (Figure 1) 

Performing calculations in each block of the fuzzy controller requires certain compu-
tational resources and time to implement the executable algorithms. The total amount 
of calculations Vtotal in each cycle will include the amount of calculation at each stage, 
i.e. 

Vtotal = Vf + Vi + Va + Vdf (1) 

where Vf , Vi,Va, Vdf - volumes of calculations at the stages of fuzzifier, inference, 
aggregation and defuzzifier, accordingly. 
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Obviously, if the computational complexity of the algorithms is large (the amount of 
computation is large), then, accordingly, a large calculation time is required. In order 
to reduce the time with unchanged algorithms it is necessary to increase the processing 
power of microcontrollers. Therefore, the actual problem is the development of ways to 
implement fuzzy inference algorithms with minimizing computational complexity (or 
reducing the amount of computation). 

In this article, by the computational complexity of the algorithm we mean the 
number of basic operations through which the rest of the more complex operations 
are expressed. For example, if you use the addition operation with the amount of 
calculations v (and the equivalent operations of subtraction, comparison, min/max, 
logical bitwise operations, shifts) as the base, the complexity of the multiplication 
operation for typical Arithmetic Logic devices (ALD) will be mv, where m is the 
microprocessor’s bit depth. Usually the complexity of division operations is estimated 
as twice the complexity of the multiplication operations - 2mv, the complexity of 
exponentiation operations, the calculation of the square root, etc. have their increasing 
coefficients. The accuracy of establishing these coefficients is rather arbitrary and is 
not discussed in the present paper, although the direction of the increase in complexity 
in these operations is obvious. 

Note. In a number of applied problems, the computational complexity of the algo-
rithm is also associated with the requirement for the amount of internal memory of the 
processor. It is clear that using a fast algorithm will not lead to the expected results 
if its operation requires more RAM (Random Access Memory) than the controller has. 
However, in this paper we put a restriction on the field of research and focus only on 
reducing the number of basic operations. 

2 Estimation of the amount of computation at the stages of 

fuzzy inference 

The most obvious and well-known way of reducing computational complexity in the 
algorithm of fuzzy inference is the use of the membership functions of triangular and 
trapezoidal forms instead of bell-shaped (Gaussian). To calculate the values of the 
trapezoidal membership function µ, the following formulas are most often encountered 
in the literature [12-14]:

µ =















0, a > x, x > d
d−x , c ≤ x ≤ d
d−c (2)
1, b < x < c

x−a , a ≤ x ≤ b
b−a

where x ı input value of the measured parameter, a, b, c, d ı parameters of the 
membership function according to figure 2. 

At the stage of fuzzification an extreme case is possible for each input variable k, 
when it is necessary to calculate the values of two membership functions, figure 3. 

Then, according to expressions (2), the amount of calculations in the phase of 
fuzzification will consist of four subtraction operations and two division operations for 
each input variable, i.e. 
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Figure 2: Parameters of the trapezoidal membership function.

Figure 3: Extreme case, in which the values of two membership functions are calculated. 

Vf = k(2 ∗ 2v + 2 ∗ 2mv) (3) 

The stage of inference implies taking the operation of a minimum over all input 
variables and calculating all rules with truncation (division) by the coefficient µ, then 

Vi = k ∗ 2mv (4) 

The aggregation stage includes a join operation, the complexity of which can be 
taken as v

Va = v (5) 

The defuzzification stage consists in calculating the value of the output variable w
by one of the known criteria (center of gravity, median, etc.). Thus, for a simplified 
method of defuzzification [15] 

∑n

w = ∑

i µiCi
(6)n

i µi

where each activated rule from the base n corresponds to the constant Ci. Then, 
the calculation volume includes two cyclic sums and a division operation, i.e. 

Vdf = 2nv + 4mv (7) 

The computational complexity of the defuzzification Vdf for the aggregated complex 
figure with the criterion of the center of gravity for the classical realization of the 
Mamdani algorithm [16] is much higher. Therefore, for expert evaluations we will be 
guided by a simplified way of defuzzification. 
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Figure 4: Extreme case, in which the value of one membership function µ1 is calculated, 
and the second is defined as: µ2 = 1− µ1

As can be easily seen from the above analytical estimates, the most complex (ca-
pacious) computationally are the stages of fuzzification and defuzzification. So, we 
further focus on ways to reduce the amount of computation in these components of the 
time cycle of the control algorithm. 

3 Methods of reducing the amount of calculations 

In addition to the above, we suggest ways of further reducing the computational com-
plexity of the fuzzy inference algorithm by simplifying the calculations at a lower al-
gorithmic level. At the same time, we do not bring up the problem of improving 
performance by optimizing the program code and the hardware component. 

3.1 Methods of reducing the amount of calculation of the fuzzi-

fication stage Vf 

If we calculate the coefficients of the membership function (Figure 2) tgα =
b−
1

a
, tgβ =

1 during the fuzzy controller setup (training), and then use it as constants, the 
d−c

calculated computation volume becomes: 

Vf = k(2v + 2mv) (8) 

If we enter an additional restriction on the type of trapezoidal membership functions, 
as shown in Figure 4, (i. e., to require that the slopes of the adjacent sides of the 
trapezoids are symmetric), then the values of µ1, µ2 will be mutually complementary 
to 1. 

Then the number of multiplications will be halved, and the estimated amount of 
calculations becomes: 

Vf = k(2v +mv) (9) 
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Figure 5: Illustration of the reduction of calculations in the stages of aggregation and 
defuzzification. 

3.2 The method of simplified recording of the membership func-

tions of the output variables and the implementation of the 

defuzzification stage 

For this stage it is suggested to apply the interval assignment of the membership 
function of the output variable. As a result of aggregation, we get a union of rectangles, 
an example is shown in figure 5. 

To obtain the output control signal with a fuzzy exit function, we use the criterion 
of the area’s average. To do this, we calculate the area as the sum of products, divide 
by two by means of a shift operation and by iterative summation, with step ∆w we 
determine the approximate center of mass and accordingly the clear value of the output 
function. Then 

Vdf = qv + nmv (10) 

where q- number of summation iterations with step ∆w

Obviously, this method combines features of classical (with trapezoidal assignment 
of membership functions) and a simplified fuzzy inference algorithm, where as a result 
of processing the rules we obtain and process the constants Ci. It should be expected 
that the use of this method will support the "intelligence" of calculations close to the 
classical one, and save computing resources like a simplified algorithm. 

Note that the above formulas reflect only approximate estimates since they do not 
take into account some other details of the operations performed in the microprocessor. 
So, we will conduct experimental studies and show that the calculated indicators of 
the reduction in the amount of calculations are manifested in a real reduction in the 
computation time. 

At the same time, we will pay attention to changes in the quality control. By 
"quality" we mean the divergence of the values of the output control functions in 
comparison with some initial idealized model. The Mamdani model will be used as 
such a basic model in this paper. 
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Figure 6: Mnemonic diagram of the test task for the development of the braking control 
algorithm of the mobile platform. 

4 Research of the influence of methods of reducing computa-

tional complexity on the quality of control algorithms 

As a test problem of fuzzy control we take the task of smoothly stopping the mobile 
platform before an obstacle, and as a control algorithm for braking we consider the 
classical method of the Mamdani algorithm. For example, the platform moves with 
the initial speed V0, and at the distance S0 from the obstacle the braking automat is 
activated. The platform should stop smoothly in the immediate vicinity of the obstacle. 
The braking control algorithm A continuously receives the current values of the speed v 
and the distance Scon remaining before the obstacle, and calculates the force F applied 
to the braking system (Figure 6). 

It is required to realize the variants of the Mamdani algorithm (in the classical 
method and the proposed method of reduced calculations) and to conduct a series of 
model experiments. It is necessary to evaluate the quality of control and the time of 
calculations proposed in various ways during the experiments. As the initial data for 
the operation of the algorithm we set: 

• input variables Scon and v; 

• output variable F ; 

• fuzzy inference rules. 

Note that the input variables and fuzzy inference rules will be the same for the imple-
mentation methods being investigated and the output variable (according to В§ 3.2) 
will have differences. Thus, Figure 7 shows the membership functions of the input 
variables Scon and v. Figure 8 shows the functions of belonging to the given output 
variable F . 

Next, the following fuzzy inference rules, where Ss, Sm, Sl are small, medium and 
large terms of distance, Vs, Vm, Vl are small, medium and large term of speed, Fs, Fm, Fl

are small, medium and large term of the applied force, in the appropriate order: 
If Sm and Vs then Fs, 
If Sm and Vm then Fs, 
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Figure 7: Functions of belonging to input variables.

Figure 8: Functions of the output variable: in the classical method with a trapezoidal 
form - a; with a rectangular shape for the proposed method of reduced calculation вЂ“ 
b. 
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If Sm and Vl then Fm, 
If Sl and Vs then Fs, 
If Sl and Vm then Fs, 
If Sl and Vl then Fs, 
If Ss and Vs then Fm, 
If Ss and Vm then Fl, 
If Ss and Vl then Fl, 

Modeling will be conducted according to the generalized algorithm for setting up 
experiments shown in Figure 9. In fact, all calculations associated with fuzzy inference 
occur in the "Calculation of effort" block. The block of tuning algorithms is intended 
for selecting fuzzy output rules and setting membership functions (in this article the 
algorithms of this block are not investigated). All other blocks serve to model the 
"external environment". We are to conduct three experiments. 

In the first experiment we simulate the ideal case of inhibition, when the force F
and the deceleration a are directly proportional, i.e. Fα◦. In this version it is assumed 
that the system can "provide" any necessary deceleration. Then for the calculation of 
the current values of v and Scon in the model of the "external environment" known 
formulas of slow motion are used: 

v − v0 − a∆t (11) 

∆x = v0∆t− a∆t2/2 (12) 

x = x+∆x (13) 

Scon = S − x (14) 

In the second experiment we simulate the case of deceleration with a time lag in 
the actuation of the deceleration system’s executive units. 

In the third experiment we simulate the case of weak coupling of the platform with 
the road. 

Visual analysis of simulation results is conveniently conducted on the basis of the 
dependence of the change in speed on time. So, in Figure 10 we can see a series of 
graphs, reflecting three different variants of braking started at the same speed. It 
is clear that with such characteristics of the movement of the platform there will be 
different distances to the stop. As can be seen, the first and second variants will differ 
by the smoothness of the braking, and the third graph illustrates the collision with the 
obstacle, i.e. the task is not executed. We will assume that there are experimental 
data on braking performed by an expert, while graph No. 2 reflects them. Let us take 
this dependence as the standard and adjust the fuzzy control algorithm. The achieved 
control quality will be considered as the proximity of the simulated braking modes to 
the standard one. 

In the first experiment the above parameters of the input and output membership 
functions, as well as the product rules, allowed to obtain graphs of the classical and 
proposed implementation methods, practically merging with the standard graph. After 
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Figure 9: Block diagram of the general simulation algorithm.
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Figure 10: Graphs characterizing different dynamics of braking of the mobile platform. 

the model was tuned and tested for the ideal case (Fαa), more complex variants of the 
influence of the environment on braking were investigated. 

It is worth recalling that in real conditions such factors as the inertia (mass) of the 
platform, the percentage of slope, the coefficient of adhesion to the surface, the response 
time of the braking system actuators, etc. influence the deceleration. However, in the 
above model, the named parameters are not contained. Nevertheless, there is the 
possibility of an indirect imitation of the influencing factors on the deceleration, for 
example, by inletting the delay time in the braking algorithm, etc. Thus, a control 
signal queue was applied in order to simulate the delay of the actuating devices of 
the braking system. The output of the control signal queue was accompanied by a 
delay, which allowed simulating the delay between the output of the signal and the 
actuation of actuators in the real device. There was a limit on the maximum value of 
the output control signal for deceleration F in order to simulate a low (zero) coefficient 
of traction with the road. This allowed modeling of extreme road conditions (icing, 
wetting, spilled oil, etc.). 

After applying the limit on the maximum value, the addition of a certain value of 
О”F to the control signal for deceleration was applied to simulate slopes, wind, etc. 
For such sophisticated models of the external environment, control algorithms should 
exhibit adaptability, i.e. strive to "correctly" stop the platform despite the negative 
impact of external factors. Just in these cases, the strengths and weaknesses of the 
algorithms being developed are revealed. 

In the second and third experiments, the influence of these factors on the braking 
process and the efficiency of the control algorithms under such conditions were inves-
tigated. In the course of the experiments, the results of modeling the two realizations 
(classical and developed) of the braking control algorithm are obtained, when: a) the 
delay in the operation of the actuators is observed in the system; b) in some area there 
is no cohesion of the wheels with the road. Figure 11 shows fragments of the graphs 
of the velocity versus time dependences. The idealized form of the graph is colored 
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Figure 11: a fragment of the curves for modeling the braking dynamics: a) with a delay 
in the actuation of the actuators; b) a section with a reduced coefficient of adhesion to 
the road. 

blue, green is the implementation of the classical method, the implementation of the 
proposed method with reduced calculations colored orange. In the first variant we 
see that the algorithms are delayed but they work out the general dynamics of speed 
reduction. In the second variant we observe the absence of a decrease in speed on a 
slippery section of the road, and then the "aspiration" of the algorithm to accelerate 
the deceleration. 

It is also clear from the figure that the graphs of the classical and simplified methods 
of the Mamdani algorithm practically merge with each other. This indicates that the 
quality of the fuzzy controller algorithms with a simplified implementation does not 
deteriorate. 

To estimate the speed of the algorithm, we calculated the average execution time 
based on the results of 10 runs of each of the algorithm variants with the same input 
data. The fuzzification in the simulation cycle was performed in three terms for each 
of the input variables S and V, with trapezoidal (triangular) membership functions. 
The number of terms of the output variable F in both experiments was also equal to 
4, but in the classical implementation the membership function was trapezoidal, and 
the interval function was in the simplified implementation (see $3). 

Only simulation time was taken into account to avoid distortion of results due to 
the influence of overhead on program initialization. The results of the experiments 
are summarized in Table 1. As follows from the obtained results: the application of 
the proposed methods of reducing the computational complexity of the algorithm will 
improve the system performance by almost 8 times. 
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The classical method 
of implementation 

The simplified method 
of implementation (proposed) 

Machine time, sec 9.5 1.2 

4 Conclusion 

In this article we have suggested the most effective ways to reduce the complexity of 
computing fuzzy inference algorithms, which do not lead to a valuable decrease in the 
control quality. By the quality of management we understand the overall speed of the 
control system, the smoothness of the change in the regulated parameter, the resis-
tance to noise and fluctuations, adaptability, learnability, etc. During the research of 
fuzzy inference algorithms with minimization of computational complexity, the follow-
ing problems were solved: the evaluation of the computational efficiency at the stages 
of fuzzy inference was performed; methods for reducing computational complexity by 
simplifying computations at a lower algorithmic level were suggested. The experimen-
tal studies have been conducted, as a result of which it was demonstrated that the 
calculated indicators of the reduction in the amount of calculations were manifested 
in a real reduction in the computation time. The simplified model of fuzzy inference 
proposed by us was compared with the classical implementation of the Mamdani al-
gorithm, and as a test problem of fuzzy control, the problem of smooth stopping the 
mobile platform before the obstacle was chosen. Also, to visualize the results, we pro-
vided a series of graphs reflecting three different variants of braking started at the 
same speed (idealized, classic and simplified). As a result, there was no discrepancy 
between the values of the simplified output control functions in comparison with the 
classical model. This means that the quality of the fuzzy controller algorithms with a 
simplified implementation does not deteriorate. The application of our algorithm for 
fuzzy inference will allow us to use inexpensive low-power controllers, which will reduce 
the cost and increase the reliability of the final system. 
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