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INVITED LECTURES

POSSIBLE WAYS OF MINI-FULLERENE
FORMATION: FROM FOUR TO TWENTY

A. Melker
Department of Mechanics and Control Processes
St Petersburg State Polytechnic UniversiRussia

|. INTRODUCTION

It is customary to assume that fullerenes are #iban molecules having a shape close to a
spherical surface which can be composed of reg@aragons combined with regular hexagons. From
this it follows that the least fullerene has tweatgms forming twelve pentagons. We have supposec
that this restriction is unnecessary [1]. In otherds, we have taken the terrfulteren€ in a broad
sense as any convex shape inscribed into a sphsuidace which can be composed of atoms, each
atom havingthree nearest neighbarsas in usual fullerenes, whenever discussing thwlbarbon
clusters. This geometrical approach allowed usbtain possible forms of the broad-sense fullerenes.
To gain a more penetrating insight into their natuve have also taken into consideration, along wit
the atomic structure of these spherical moleculesy electronic structure [2]. For this purpose we
have developed an enlarged version of the theo§itigwick and Powell [3] according to which:

— Geometry of a molecule is dictated by the arrangeragelectron pairs in the valence shell of
atoms;

— Each shared electron pair, forming a covalent boad,be considered as a point charge;

— All the electron pairs of a molecule arrange thdweseinto such configuration which ensures
their equal and maximal removing from each other.

Sidgwick—Powell’s theory, created in 1940, alloweglaining and predicting stereochemical
properties of many simple molecules (more than 1300 This theory was extended in the twenty-
first century and applied to cyclic molecules sashcyclohexane [4] and usual fullerenes [5], which
have no a central atom. The all-important resuluafh extension consists in the followirige hidden
symmetry of special electronic pattern does nohade with that of atomic oneHowever, it is
preciselythe electronic pattern that defines the atomic dtite

The modified approach developed in [4] was appitethe broad-sense fullerenes [1]. Contrary
to the previous approaches [3, 4], where atomsed@ctron pairs had their own spheres, the main
innovation in [1] is the additional postulate:

— Atoms and shared electron pairs, forming covalemids, are locatedn one and the same
sphere

It follows herefrom that the geometry of both thec&onic structure as well as of the atomic
structure of fullerenes can be most convenientlystroicted and studied with the help spherical
geometry

Up to now mechanism of fullerene formation is uacl@ he irrefutable fact is as follows. If to
take one electrode @€'® graphite and another of ordinay@'? graphite, the fullerene, formed in an
electric arc, hagC*® — andsC** — atoms arranged on a fullerene surface in randam It follows
herefrom that fullerene assemblage originates Beparate atoms (or maybe fr@nfragments).

In this contribution we used this fact and the apph developed in [1] as the basis for
predicting possible ways of broad-sense fullerdoa®wation. Besides, as in [6], we have used graph
theory [7] to represent formation of carbon clustéheir transformation from a cluster to a fultexe
and their final configurations.

[l. TETRAHEDRAL FULLERENEC,

Let us start with a reaction-active single carbtomma One can envision two ways of forming a
cluster of four carbon atoms (Figs. 1a, 1b). Cagrsibe first way which incorporates three stages. (F
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la). In the first stage the single atom adds amadteem and activates it. In its turn the secondnato
adds two other atoms, forming a simple branchirtge $econd way consists of two stages (Fig. 1b).
Here the reaction-active atom adds at once thi@masatvhich create covalent connected pairs. If the
process starts with a reaction-active carbon din(rigr 1c), we have only two stages. At the firseo
each dimmer atom adds other atoms; then mutualnrof the covalent bonds formed leads to
arranging a tetrahedron. In all the cases the psocensists of several stages which can differthmut
final configuration due to folding is one and tlem® tetrahedron. It can be represented with one of
isomorphic graphs having four vertices (Figs. la), 1

It should be noted that the diagram shown in Fay.islidentical with one of the diagram
(simple branching) illustrating formation processt ronly of an athermal tetravacancy under
irradiation but also that of a branched polymeirimypolymerization [6].

e
d)A e)%

Figure 1 — Different ways of forming a cluster otif carbon atomsa( b, c) and graph
representation of a tetrahedral fullerene in tenfof isomorphic graphsl( e).

Consider the transform of a carbon cluster inteteahedron. According to our postulate, each
carbon atom can have, as usual fullerenes, thrghbuws who are located with the nucleus atom on
one and the same sphere (Fig. 2a). Here the langjescrepresent carbon atoms; the small ones refel
to electron pairs. In other words, we have a cluaith three covalent bonds; the tail atoms having
unshared electron pairs which also lie on a sphethe growth of this cluster is suppressed, te t
atoms, due to the interaction of their unsharedteda pairs (Fig. 2b), create covalent bonds betwee
themselves fashioning a tetrahedron (Fig. 2chdiutd be emphasized that in the qualitative thégry
Sidgwick and Powell it is supposed that any elecpairs, shared or unshared, can only repel, but no
attract. This restriction is a consequence of Ssumption that the electron pairs can be considesed
point charges. More careful quantitative analysiglee basis of dynamics reveals that it is necgssar
to take into account eigenvibrations of an electpair considering the electron pair as a dynamic
variable [2].

With this in mind, we have shown that each paiygldne role of an external field with respect
to another pair, thus polarizing it. Therefore éhectron pair is a dynamic electric dipole rathert a
quasi-point electric charge. Such dipole represésngdf to be an oscillator, i.e. the system of two
opposite point charges which are equal in absolatee; the distance between them is changing in
consequence of vibrations near a stable equilibposition. As a result, there appeared intramoéacul
van der Waals interaction between the electronspdirfollows herefrom an essential difference
between static charges and dynamic dipoles. Tise gioduce only Coulomb repulsion whereas the
second both repulsion and van der Waals attraclios.just this attraction which leads to produgin
the tetrahedral fullerene (Fig. 3a), having thectetaic structure in the form of an octahedron (Fig
3b). According to [8] an octahedron is the onlyb&taconfiguration for six electron pairs.



Figure 2 — Top view:d) cluster of four carbon atoms, each tail atom ignén unshared electron
pair; formation of new covalent bondy @ives rise to a tetrahedrot) (Atomic and electronic parallels
are shown by dotted circles. The edge length ofdtrahedron ig; the radius of the atomic parallel

isa /\/5; the radius of the electronic parallekig 2.

Figure 3 — Carbon tetrahedron inscribed into a sp(@; here any three atoms lie on one
and the same paralleh)(shared-electron-pairs octahedron correspondiiia)io

[Il. TRIANGULAR PRISMATIC FULLERENECs

The next in size carbon cluster, each atom of virltathree nearest neighbors, which can be
inscribed into a sphere, is a triangular prism. ilaimto the previous procedure for a tetrahedral
fullerene, we can envision different ways of formiat first a cluster of six carbon atoms (Figs. 4a
through d) and then a triangular-prism fullerenetvas graphs having six vertices (Figs. 4e, 4f). It
should be noted that these graphs are isomorphic [7

It should be noted that from a mathematical viewpthe diagram (a) is identical with one of
the diagram (double branching) illustrating formatprocess not only of an athermal hexavacancy at
irradiation but also of a branched polymer at payization [6].

Figure 4 — Different ways of forming a cluster of sarbon atomsg, b, ¢, d) and graph
representation of a triangular-prism fullerenehe torm of isomorphic graphs, (f)

Due to the attraction of electron pairs, there frime triangular-prism (Fig. 5a), having the
electronic structure in the form, which containsenpoint charges with maximum removal from each
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other (Fig. 5b). The electronic configuration oistmini-fullerene coincides with that of an ordipar
molecule having nine electron pairs in its valesigell [8]. For this reason we will use the termogyt
accepted in molecular geometry. According to [8} tbonfiguration is named a three-cap trigonal
prism.

Figure 5 — Carbon triangular prism inscribed ingpaere. Herea)) three atoms of two bases lie on
one and the same paralldd) ine shared electron pairs on a sphere surfatemaximum removal
from each other, so called a three-cap trigonahpri

Because of the page restriction we limited oursely these two examples of mini-fullerene
formation; other examples will be given during therkshop.
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SINGLE NV CENTERS IN NANOSTRUCTURED DIAMOND
FOR QUANTUM INFORMATICS AND QUANTUM MAGNETOMETRY

A. Nizovtsely; S. Kilint, A. Pushkarchuk V. Pushkarchul F. Jelezkd
1 B.1. Stepanov Institute of Physics NASB, MinskaiBsl
?Institute of Physical Organic Chemistry NASB, MjrB&larus
3Belarusian State University of Informatics and Redéctronics, Minsk, Belarus
*Institute for quantum optics, Ulm University, Gemga

Abstract— Using density functional theory we have simudatgperfine interactions (hfi) in the,&NVH 7>
cluster for all possible positions of thi&€ atom in the cluster and calculated hfi splittimjghe EPR lines
for arbitrary “*NV+*3C spin systems. Applications of the systems fomeum information processing and
single-spin quantum magnetometry will also be neeie.

|. INTRODUCTION

The ability to create, control and measure the @i in multi-spin systems in solids is
crucial for scalable applications of quantum infation processing, quantum sensing and metrology.
Coupled electron-nuclear spin systems where elestagt as fast processing qubits while nuclei can
store quantum information for a long time owingtheir exceptional isolation from environment are
especially useful for the purposes.

The most successful and promising representativeuoh systems is the nitrogen-vacancy
(NV) color center in diamond [1] whose ground-statectron spin (e-spin) S=1 is coupled to the
nuclear spin (n-spinf¥=1 of its own'N atom and, potentially, to nearby n-spiff&1/2 of isotopic
13%C atoms that are distributed randomly in diamortticka with the 1.1% probability. Hyperfine
interactions I{fi) in such systems lead directly to a few-qubit gatdich can be implemented using a
sequence of optical, microwave or radio frequenalsgs to initialize, coherently manipulate and
readout the electron-nuclear spin system state§.[Riitially, it has been done [3] on single NV
centers strongly coupled ta3€ n-spin being nearest neighbor of the vacancyerl[2{4] more distant
13C nuclear spins located in the third coordinatiphese have been distinguished in optically detected
magnetic resonance (ODMR) spectra and spin echaulaoah. Most recently usage of dynamical
decoupling methods to suppress background spie @tisws to observe single NV centers coupled to
much more distant singféC nuclear spins and to study them systematica§][Fiere, we report on
the systematic study of hyperfine interactions leetvthe electronic spin of single NV center &i@
nuclear spins in the NV-hosting H-terminated carbdaster GgiNVHi7, using computational
chemistry simulation.

[I. METHODS AND RESULTS

The geometric structure of the cluster was optichiaed the spin density distribution was
calculated by DFT using the B3LYP1 functional witike MINI/3-21G basis sets. The calculations
have been performed for singly negatively chardedter in the triplet ground state (S=1). We used
the PC GAMESS (US) and ORCA software packagesdiculate hfi matrices for all possible
positions of the*C atom in the cluster. To be general, it has besredn the principle axis system
(PAS) of the NV center where the Z axis coincidéhthe Gy symmetry axis of the center while the
X and Y axes are chosen arbitrarily. Evidently,imas '*C lattice sites showed different and generally
anisotropic interactions with the NV e-spin, leagio different spin properties of various NV<@
spin systems.

The simulatedhfi matrices have been used in the standard spin kemaih of an arbitrary
NV+1'3C system that took into account i) zero-field fateucture splitting of théA ground-state of
the center in a diamond crystal field, hifi of the S=1 e-spin of the NV center with I=1 n-spinthe
N atom of the center, iii) the quadrupole momentL@f the'*N nucleus, iv)hfi with the 1=1/2 n-
spin of a'*C nucleus disposed somewhere in the cluster a@ednan interactions of all three spins
with arbitrarily directed external magnetic fieldumerical diagonalization of these spin Hamiltosian
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provides 18 eigenenergies and respective 18 emessof all possibl&'NV+1'3C spin systems in the
cluster.

Using this approach we have simulated spectra ¢ically detected magnetic resonance
(ODMR) of ¥NV+1**C spin systems and compare them with those expetiiie observed in [6].
Typical hfi structure of e.g. 8¥0 <> mg=-1 line in the ODMR spectrum of a system in lowgmetic
field consisted of six lines corresponding to akboEPR transitions in the system with their frequyen
differences determined by thwdi with the "N and**C nuclear spins. From these ODMR spectra one
can extracts zero-field splittings,; of e.g. the rg=-1 NV e-spin state resulted from h§ with single

13C n-spin taking specific (i-th) position in diamotattice with respect to the NV center. If we
compare these experimental data with those obtdgexpin-Hamiltonian method using simulated
matrices for all possibl&'NV+3C system we will be able to address the spetificnucleus among
other positions.

Simulated values of hfi and spatial characterisfas121 positions of &°C n-spin in the
C.0iNVH 172 cluster are presented in the Table 1. Calculatshiasved that owing to thes¢Zsymmetry
of the NV center there aredN=3 or 6) positions of°C nuclei in the cluster exhibiting very close
values of their hfi and spatial characteristicsthaTable 1, we indicate data for 26 sets of such near-
equivalent lattice sites (families) which are tedhi®y English alphabet letters A-Z with indicatioh o

2 2 1/2
most important elementszA, Avd =(Az * Az)  of hfi matrices, zero-fielchfi splittings 4y, Z
coordinates, distances from Z-axis and from N atdrthe NV center. All data are averaged over the
family members.

TABLE 1 — Simulatedhfi andspatial characteristics for the “families”
of *3C n-spin in the &:;NVH,, cluster.

Family Nc A, (MHZ) And (MH2) 4(0)(MH2) Z (A) r, (A) Fe (A)

A 6 12.451 1.166 12.471 -0.522 3.937 4.536
B 3 11.386 1.434 11.451 - 2.655 2.972 5.298
C 3 -8.379 0.827 8.437 -2.109 1.487 4.118
D 6 -6.450 0.931 6.521 -0.010 2.552 3.089
E 3 4.055 0.826 4,136 -2.643 1.491 4.621
F 6 3.609 0.738 3.682 1.577 2.562 2.566
G 6 2.281 0.240 2.292 0.008 5.166 5.446
H 3 1.884 0.208 1.895 -4.242 2.976 6.673
| 3 -1.386 0.130 1.392 0.005 4.458 4.780
J 6 -1.145 0.328 1.191 -2.110 3.932 5.497
K1 3 -0.886 0.510 1.022 -2.118 2.985 4871
K2 3 -1.011 0.014 1.012 -0.002 4.460 4,785
L 3 0.980 0.121 0.986 -0.535 2.972 3.737
M 3 0.602 0.557 0.819 2.127 1.460 1.513
N 6 0.725 0.095 0.731 -0.541 6.467 6.855
o1 3 0.673 0.171 0.694 -4.712 4.479 7.847
02 3 0.655 0.166 0.676 3.707 2.983 3.578
P 6 0.474 0.190 0.510 -2.635 5.355 6.909
Q 6 0.391 0.273 0.477 -2.645 3.953 5.897
R 3 -0.226 0.393 0.453 2.115 2.985 3.009
S 3 0.412 0.060 0.417 -0.511 5.942 6.351
T 3 0.366 0.149 0.395 3.709 1.504 2.485
U 3 0.286 0.225 0.364 1.578 4,481 4,484
\/ 6 -0.209 0.232 0.312 2.105 3.927 3.945
w 3 -0.200 0.171 0.266 -4.220 1.489 6.135
X 6 0.211 0.152 0.259 -4.768 2.573 6.990
Y 6 -0.228 0.001 0.227 -0.522 5.381 5.834
Z1 3 0.158 0.131 0.205 4.226 3.001 3.903
Z2 3 0.086 0.184 0.203 1.576 4.447 4.447
on-NV-axis 1 0.187 0.001 0.187 -4.734 0.009 6.465
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we do not show in the Table 1 largest simuldtédsplittings of ~130 MHz for the three sites
being NN of the vacancy, as they are well docunteimehe literature.

We have shown that all simulated data correlaté wigh available experimental data of works
[5-8] which demonstrates thdtfi parameters simulated for the,o@VHi72 cluster by DFT in
conjunction with spin Hamiltonian method provideoddit to the experimentddfi splittings, allowing
simultaneously to address possible positiond®6fin diamond lattice. Moreover, we were able to
describe well the experimental ODMR spectra shawfi6] for the specifi¢’NV+3C spin system. We
also have calculated cosines of angles betweeniZofsthe NV PAS and z axis 6fC PAS for all
possible positions dfC in the cluster. For a first time we predict treeazfield hfi splitting of 187.4
kHz for the nearestC atom position lying on the NV axis. These datt bé published elsewhere.
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HIERARCHICAL APPROACH TO NANODESIGN
ROM THE SYSTEM THEORY VIEWPOINT

V. Barkaline
Belarusian National Technical Universjtylinsk Belarus

Abstract- Hierarchy of nanosystems’ simulation modelsdiseussed from the viewpoint of the multilevel
hierarchical systems’theory by S. Novikava (Aeedty).

|. INTRODUCTION

Current scientific and technological progress isally understood in close links with the
development of nanotechnology, the subject of whialiudes structures, processes and functions
based on materials with properties defined on apsatiales 1 — 100 nm. The fundamental difficulty of
nanotechnology is the fact that nanostructuressaremall that it is very hard to manipulate them
precisely, and simultaneously too large for dirapplication of precise chemical methods such as
genetic engineering for their treating. Methodsiofiulation of them have to be both fast and precise
enough for the prediction and optimization of thectonic, atomic and phase structures, functional
properties and chemical behaviour of nanomaterdésleling of nanomaterials and nanosystems is a
sophisticated task due to the fact that propedfasanomaterials are defined by interacted groudps o
hundreds of atoms and could hardly be computeahoipitio quantum mechanics (QM) methods even
on supercomputers [1]. Components of nanosystemgpased from such atomic groups contain
millions of atoms and can be treated by molecwawrachics (MD) methods rather than QM, while the
whole nanosystem can contain dozens of billionsamims and only the finite elements’ (FE)
continuous approximation can be applied to it. émeral system theory it is established [2] that the
description of such systems have to be decompadednterrelated description levels when at every
lower level only these properties and variableshef system are calculated which are necessary fol
modeling it on the upper level, and, on the othard) the upper level determines modeling tasks and
constrains for calculation on the lower level. bk model represents the hierarchy of the decision
making according to Mesarovich. Then the hieraahraultilevel system theory (HMST) must be
used in nanosystems computing too. This approaokrgkzes multiscale simulation approach and
corresponds to combined traditional "up-to-down"d anovel "down-to-up" technologies in
nanodesign.

[I. S.NOVIKAVA 'S AED MATHEMATICS AND NANODESIGN

Current stage of HMST is Aed theory by S.Novika8h Jvhich has now two main hierarchical
symbolic imageso” ande”  corresponding to the actaufiplying (learning) and uniting (design)
respectively. They contain the new means of cordral connect the strata (directions) ©f . Aed
strata are/\,A—level (time),I",y—statute (law, connection,p— act (processX?, w — unit (statel,c -
construction (contentslg, B — new time (arising level)A, a — sway (coordinator). Aed statute’ in
current level is described by its symbol image' in following way

LSy , A s , PTs , PEs
Sl T gLl gl v g ee

p o P p . P P o p p ¥

y AL-A8 y AEH-8 y A48 y BE-?
B I SC RS

In this way all aed strata can renovate its origumat A’ they have all its signs and abilities.
The stratan .I,B.P,z,Q are strongly connected both by their original.ukitand by the details of their
own constructions (by their new interactions). Tkeato that all aed strata may be renovated when any
stratum is changed. The acts of original uit iplyling and their symbol images uniting lead to
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Application of HMST to nanosystems leads to hidnaral structure presented in Table 1.
Every level must be split on two sublevels corregjiog to classical and quantum descriptions of

electromagnetic field.

TABLE 1 — Hierarchical simulation levels of nanosyas

N | Simulation level name. Space and time scales. Values calculated at the level Comments
Basic equations Elementary unit. Number
of atoms.
6 |System level. 100 nm - 1 m, 1 ps - 1 year|Transition functions, frequency |Models used in system
State space models System unit, subsystem, |responses, control algorithms, |theory and automatic
X=AX+BU element of system. £ regular and stochastic regimes. |control
{y:CHDU atoms/mole
5 [Continuum level. 500 nm - 1 mm, Electromagnetic, mechanical and|Systems of partial
Maxwell’s and balance |1 mcs -100 s. thermal behavior of micro- and |differential equations
equations, state equatiomSpntinuum media element. |nanosystems’ elements. for averaged fields
boundary conditions  |10°- 10" atoms
4 |Mesoscopic level. 50 nm - 1 mcm, 50 ns -1 msElectromagnetic, mechanical and|Systems of stochastic
Fluctuations’ dynamics offPolycrystalline grains, thermal behavior of elementg)ear|partial differential
the basis of level V granules, nanoclusters, response theory, fluctuation- equations for fluctuate
equations with fluctuatiompowders. dissipation relations. physical fields
sources included 10°- 10°atoms
3 [Molecular dynamics levefl - 500 nm, |Atomic viscosity, thermo- and Solution of Newton’s
Newton’s equations 1ps-50ns |clusters, electroconductivity, material equations for all atoms
macromolec|constants, phase diagrams, state|in thermostat
Kinetics level. Liouville's |1 nm - 10 mcnules, equations, steady state structuresProbability distribution
equation 1 ps - 10 mes |multiwall  |phase transitions, non-equilibriumdensities of various
nanotubes. |processes order
10> 10
atoms
2 |Quantum statistical levell10 A-100 nm, 100 fs — 10 p#nter-cluster interaction, cluster |Statistic operator or
Von Neuman’s equation |Crystal unit cell, surfaces, stochastic energy spectiaensity matrix
cluster in adjacent medium
10 — 1000 atoms
1 |Quantum mechanical |0.1-20 A, 1-1000 fs. Interatomic interaction potentials,|ab initio models,
level. Schrodinger’s Molecule, isolated cluster. |electronic subsystem distribution |molecular orbitals’
equation 10 — 100 atoms density theory, DFT
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[1l. CONCLUSION

In this paper the we discuss the hierarchical apgrado nanodesign and present its formal
realization on the basis of the aed theory. Desoripof nanosystems have to be decomposed into
interrelated levels when at every lower level otligse properties and variables of the system are
calculated which are necessary for modeling ithn upper level, and, on the other hand, the upper
level determines modeling tasks and constrainsdtmulation on the lower level.
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SECTION 1. SYNTHESIS, STRUCTURE AND PROPERTIES
OF NANOMATERIALS (GRAPHENE, FULLERENES,
NANOTUBES, NANOPARTICLES, COMPOSITES ETC.)

OPTICAL CHARACTERIZATION OF 3D DISPERSE
SYSTEMS WITH NANO- AND MICRO- PARTICLES:
LIGHT SCATTERING MATRIX ELEMENTS

A. BezrukovgO. Vlasova
St Petersburg State Polytechnical UniversiRussia
Abstract— The multiparametric analysis of simultaneoudoaptdata for nano- and micro- particle systems
(ensembles, dispersions) by presentation of systeracteristics as N-dimensional optical paramegetors
can help to elucidate the nature of particles piteeess of particle interactions, the particle shamixtures
of particles and so on. In this paper the applicadf light scattering matrix elements as vectaapeeters is
shown on the example of influenza virus and coilhec dispersions. The presentation as N-dimensiona

optical parameter vectors can serve as innovagisearch platform for sensing of different partickerfaces
including biological ones.

|. INTRODUCTION

Ensembles of nano- and / or micro- particles carcdmesidered as three-dimensionaD)3
disperse systems (DS) with particles as a dispghsse in dispersive medium [1]. Multiparametric
analysis of optical data forC8 DS can provide further progress for detailed otier&zation and
control of D DS with particles of different nature (includingplogical ones). Taking into account
optical theory [1-4] and results of experiment2[§-can help to elaborate sensing elements for on-
line control of ® DS state. Our research [5-19] has investigatderdiit DS with nano- and / or
micro- particles (with diameter less than 10 micetens) and has included: a) simultaneous
measurements oCBDS by different compatible nondestructive optizathods such as refractometry,
absorbancefluorescence, light scattering (integral and défaral, static and dynamic, unpolarized
and polarized), and b) solution of inverse optigalblem by different methods and technologies of
data interpretation by information-statistical thef21]. The experience suggests that the set t€alp
parameters of so-called “second class” [11-13, 8JeisLunique for each3 DS [13]. In another words
each ® DS can be characterized birdimensional vectorND vector) inN-dimensional space of
second class optical parameters [I8]D vectors can reflect in "unobvious" form all peeulies of
3D DS: nature (constituent substances); form, inner surface structure of particles; distributions of
particle size, number, mass, refractive index, ;epmssibilities to aggregation, destruction or
interaction with another particles, and so on.

The light scattering matrix elements [2-4] beingcdsnd class” parameters by definition
(obtained by processing of measured values, diraelesis, mainly independent on the concentration
of particles) are very perspective for multiparameednalysis of B DS. In this paper the application
of light scattering matrix elements B vector parameters (alone and in complex with seaass
parameters from other optical methods) is shownthan example of such biologicaD3DS as
colibacillus and influenza virus dispersions.

[I. MATERIALS AND METHODS

The form of influenza virus particle can be appnoaied as a homogeneous sphere, but in
some cases, the bilayered sphere approximatiobeaseful. Colibacillus bacterial cells (Escher@chi
coli, E. coli, colibacillus rods) can be approxiewhias a homogeneous equivalent volume sphere or a
prolate ellipsoids of rotation. In our research thiéuenza virus strain A1 (H1IN1) dispersions with
mean diameter of particles ~100 nm and dispersodnsolibacillus with equivalent volume sphere
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mean diameter of cells ~0pfn (strain K-802) and ~1,8m (strain AB 1157) were used. Due to the
great sensitivity of biological objects to the swmding medium and conditions, it is necessaryst® u

simultaneous measurements for object comparisortatake into account all details of experiments
(pH, content of nutrition medium, temperature, )etc.

There is the description of main optical methodsdudor I DS characterization
(refractometry fluorescenceabsorbencyintegral light scatteringdifferential staticanddynamic light
scattering in the previous articles [17, 1%or the measurements of light scattering matrixnelats
laser (wavelength 633 nm) self-made installatiothvdetector angles from 60 up to 120 degrees,
polarizes and retardation element was used.

[Il. RESULTS AND DISCUSSION

The Stokes vectdf — describes the complete polarization propertiea beam of light. The
effect of scattering on a beam of light can be esented by the Mueller matrix M (with 16
dimensionless elementsS;), that transforms the Stokes vector for the ingideght — Fin, to the
Stokes vector representing the scattered lighi.{2,3]:

Fse = M - Fipe, (1)

where:Fin. - the Stokes vector for the incident light; — the Stokes vector for the scattered light;
16-element Mueller matrix:

S; are functions of the scattering angle and con#édinnformation about the elastic light
scattering properties of a particle system at aemiwavelength [2-4]. The scattering matrix is
determined by the size, shape, symmetry, interinattsire and optical properties of the particles in
system. In general, all 16 dimensionless elemehtheoscattering matrix for nonspherical particles
can be nonzero and depend on the orientation cddhtering plane. Angular dependence of scatterec
light depends on the polarization of incident light

The D DS state characterization W® vector can be implemented in tNedimensional space
of matrix element parameters alone or in the cormpligh other optical parameters. The first case can
be demonstrated on the;Snd S, matrix elements data for colibacillus in classiealrk [20]. The
published experimental data aboy}/SS;; angular dependences for two E. coli strains {stigdr [20,

Fig. 5a] and strain K-12 [20, Fig. 5b]) were praiag according ouND-vector approach: the eight
informative parameters was found for dispersiotesd#ferentiation in about ten orders and in sign.

In our research, thelBDS state differentiation bMD vector of matrix element parameters was used in
complex with other optical parameters in order éemstruct optimal scheme for dispersion on-line
control. As example 2 data was combined with integral light scatteriagadfor differentiation of two
colibacillus strains (K-802 and AB1157) in aboutearder.

In other example the;§and S, data was combined with integral and static liglatering data
for differentiation of influenza virus (strain A14Ml1) and colibacillus (strain K-802) dispersions.
Optical data were presented as th®]12D and in complext6D vectors. Taking into account the
angular dependences of; fparameters denoted with subscription S) apq@arameters denoted with
subscription P) it is possible to foridD vectorsPs {Psi, Ps2... Psnt and Pp {Pp1, Ppa... Pen}
correspondingly (in this example N = 6). The fomformative second class optical parameters from
integral and differential static light scattering vectors [13], were combined withs andPp. The
complex 1® vectors allow differing the state of viral and tea@l dispersions in about seven orders.
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I\VV. CONCLUSION

Optical parameter vector can reflect in "unobviolagsfn many peculiarities of the system state.
3D DS can be characterized and compared one witlhanbt means dfiD vectors. The vectors can
also reflect the changes in the state of mixtubage to the fusion of various optical data and by th
information statistical theory, it is possible tad the set of informative parameters and to sdhee
inverse physical problem on the presence of thepom@nt of interest in mixtures without any
regularization. In this case, the polymodality @rtgcle size distribution is not the obstacle. The
number of parameters can be enlarged if to considgular and wavelength dependences of optical
data.ND vector approach can be considered as "integralthiistudy of whole system as unity with
the minimum interference. The presentation Bf BS asND vectors can serve as the innovative
research platform for sensing of particle interfack also can demonstrate an awareness of the
potential applicationgor bio- and nano- technology, medicine, industnd dor the protection of
environment.
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THE DEPENDENCE OF GALLIUM NITRIDE NANOWIRES
PROPERTIES ON SYNTHESIS PRESSURE AND TEMPERATURE

M. Danilyuk, A. Messanyi
!Belarusian State University of Informatics and Retdiectronics Minsk Belarus
?|nstitute National des Sciences Appliquées de ReRnance

Abstract— The main task of the investigation was to penftine synthesis of gallium nitride nanowires using
a low pressure chemical vapor deposition systera.ridnowires were grown via a catalyst-assistediozac
based on the vapor-liquid-solid mechanism. Theuarites of catalyst, temperature and pressure on the
growth of gallium nitride nanowires were explor€ptimal results were obtained at a temperatures6t@

and a pressure of 400 to 500 mTorr.

|. INTRODUCTION

Among the various kind of investigated nanowiretsyss, Gallium Nitride (GaN) nanowires
are of particular interest because this IlI-V semductor has already showed interesting propeirties
bulk form. The growth parameter to be varied wastdmperature. The following experiments were
performed with nickel as the catalyst as succeggfuhth of nanowires was obtained with this metal.
Temperature is a very important parameter to tmneanowire growth as changes of a few tens of
degrees have been reported to produce nanowiréswerty different morphologies. GaN is well-
known for its resistance to temperature, strain laigth electric fields. As a result it is a materidl
choice for high power/high temperature applicatidnsaddition to, the optical properties of GaN are
useful for optoelectronic device operating at witoket and blue wavelengths [1].

[I. EXPERIMENTAL RESULTS

In our case, four temperatures were tested: 70830;C, 800°C, and 850°C. SEM images
below show typical nanowire morphology obtained 7&0°C, 800°C temperature (Figure 1). By
lowering the temperature, it was expected to attoédformation of the NigSicompound and reach the
temperature region where NiSi start to aggregate. tiial at 800°C resulted in successful growtla of
high density of nanowires on the Si substrateh@lgh some nanowires grew straight with a smooth
surface most of them exhibited a rough surface. Mdreowire body could be seen as a succession o
cones stacked all along the main axis.

- - A’ ' .
Mag= 3000KX " WD= 7mm EHT= 500KV weronTy

Figure 1. SEM images of nanowires obtaine8oarC, 750°Gemperatures.

The photoluminescence (PL) spectra of the GaN naesewere obtained under excitation at
260 nm [2]. Figure 2 shows the PL spectrum obtailoed>aN nanowires at different temperatures.
For each temperature, the spectrum is characteliyesvo main peaks: an intense and broad peak
which corresponds to the near band-edge emissidraanuch weaker peak centered around 300 nm.
Influence of the growth temperature on the PL gpettof the GaN nanowires is clearly visible. As
the temperature increases from 700°C to 800°Cethission peak becomes broader: peak fitting rises
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from 65 nm at 700°C to 200 nm at 800°C. MoreoveBOD°C, the near band-edge emission seems tc
result from the overlapping of multiple peaks ceateat 407 nm, 425 nm and 440 nm. A red-shift of
the emission peak can also be observed with incig#ésmperatures from 390 nm at 700°C to 425 nm
at 800°C. The near-band-edge peak normally locatednd 360 nm for GaN material is shifted
towards red wavelengths for our GaN nanowires byentisan 30 nm. Previous comparisons between
luminescence from GaN bulk and nanowires have shihah emission from nanowires is usually
broader and red-shifted due to strain as well amce and impurity states. Therefore, the decrease
peak broadening seems to indicate that the stestgrown at lower temperatures exhibit a lower
density of defects than those grown at higher teatpees. Correlation between the previous
observations and the nanowire morphology shows ttiaistacked-cone nanowires grown at 800°C
have a quite broad luminescent peak whereas the ther nanowires grown at 700°C exhibit a
narrower emission peak; however the peak inteisitiye latter case is reduced by one third.
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1.0 2 ——750C 1.0 2 —— 400 mTorr
] 3 —700C 3 500 mTarr
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Figure 2. PL spectra of GaN nanowires synthesiteiffarent temperatures and different pressures.

For nanowires grown under various pressure comdifidhe PL spectra exhibit a more
consistent shape. This is in agreement with themks morphology of the wires. The PL spectra
present a near band-edge emission around 390-3%hdra UV-emission centered at 300 nm. We can
observe an increase in the peak intensity and witidn the pressure increases from 400 mTorr to 600
mTorr: the tops of the fitted peaks goes from 1b% at 400 mTorr to 158 nm at 600 mTorr. The
broadest emissions are obtained at 250 mTorr a®@dnéDorr. This seems to confirm that rough
surface nanowires induce peak broadening as tleyparate a higher amount of defects than smooth
and thin nanowires.

[Il. CONCLUSION

These results indicate that the optical qualitldd GaN nanostructures can be improved by
controlling their dimensions and their diameter particular. In our case, the lowest growth
temperatures (750°C-700°C) at which thin nanowi@ge been produced gave the best optical results
PL spectra at these temperatures exhibited narremession peak and a reduced red-shift. However it
can be observed that the decrease in peak brogdenialso associated with a reduction in peak
intensity. The conclusions drawn from these phabtdhescence measurements are expected to be
confirmed with further experiments including elezf measurements and Raman spectroscopy. At
these pressures, nanowires with stacked cone ésatere observed.
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A CONTINUAL APPROACH TO VAN DER WAALS
INTERACTIONS IN CARBON NANOTUBE BASED SYSTEMS

Y. BelahurauV. Barkaline
Belarusian National Technical Universitylinsk Belarus

Abstract — Ordered arrays of carbon nanotubes (CNT) areniging elements of nanoelectromechanical
systems based on transformation of electromagtigtids into mechanical motion. Simulation of these
phenomena accounting various nonlinear interacte@msbe realized on the basis of macroelectrodycami
of moving media, theory of elasticity and van deadlg interactions’ phenomenological theory. Thahed
equations of mass, momentum, angular momentum aedye as well as entropy inequality describing
interacting continua of the mass, electric changg iaternal spin are presented. To include van\taals
forces the additional terms are introduced intess¢hequations which transform the system into inglegr
differencial one. It is shown that integral ternas; e neglected if the gap between tubes is grf@erCNT
outer diameter. The occurrence of multiple resondtations of ordered CNT arrays is characteristic
them. Solving the system numerically the essentfalence of van der Waals forces on CNT array nest
frequencies was proved.

|. INTRODUCTION

Dynamic mechanical behaviors of CNTs have beeniedudidely in recent years. Ordered
arrays of carbon nanotubes (CNT) are prospect nka@f nanoelectromechanical systems based on
transformation of electromagnetic fields to the heasdcal motion [1]. Such arrays may be used as
sensitive elements of different sensors with aamlsttronic output signal [2]. Electromechanical
coupling theory for such arrays is based on contbiselution of kinetic equation for electrons,
Maxwell's equations and the equations of latticenadyics [3]. But there can be also a
phenomenological approach based on macroscopidradgnamics and continuum mechanics.
Correct simulation of electromagnetic and mecharieaavior of such system requires accounting of
all interactions in the system as precise as pless#tm approach [4] can be used here. In thislartic
we tried to take into account van der Waals’s axtBons in CNT arrays and analyze the influence of
these interactions on the mechanical resonancendgaaf CNT arrays.

[l. FUNDAMENTAL OF THE PROBLEM

Development and creation of the continual approatich can take into account van der
Walls’ (vdW’) interactions is the main aim of thetiele. VAW’ interactions is described with the
through the Lennard—Jones (LJ) potential [5].

6
U(r)=——f%+——-, (1)
F6  ol?

where §=3.88 A, ¢=2.510"" Jm°.

Volume force density acting on tubeof array is represented as:

~ 8 6
- - r r
F(F) =6[Cq mo7gr—[€70j (—Oj = )
ro \UT r
Modelling interaction of nanotubes {10, 10}, lengih 100 A, outer diameter is 13.56 A,
internal diameter 3.354 A, density is 2260 k§j/matom concentration=2,758710°° m™ have been
performed for studying van der Waals’ interactiarffuence on resonance frequencies of CNT arrays.

Elasticity modulus of CNT has been calculated vétimolecular dynamics approach (force field is
|\/||V|+)Z C11 = C12— 44,61010 Pa,012=14,21010 Pa,c13= 6’23213,91010 Pa,6’33:1191010 Pa,cs4= c55=
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22,610 Pa,ces=14,910" Pa. Minimal distance between nanotubes is 3.4 A, 60 A. In figure 1
the tubes are demonstrated with using finite elémmesh.

Figure 1 — Nanotubes with using finite element mesh
[1l. VAN DER WAALS' INTERACTIONS INFLUENCE ONCNT ARRAY EIGENFREQUENCIES

In figure 2 the results of modeling of CNT statisglacement in consequence of van der
Waals’ interactions are presented.

a) b) 0)

Figure 2 — CNT static displacement as consequeineanader Walls’ interactions:
a) distance between CNT is 108);6 A: B) 3,4A

Eigenfrequencies have been calculated for the oheet which have been deformed in
consequence of van der Waals’ interactions. Thdtseare presented in table 1.

TABLE 1 — The CNT array resonance frequencies degece on distance between nanotubes

Frequencies, GHz
Distance between the nanotubes

Mode shape o0 10A 6A 3.4A
The F'bend sagittal on the right tube 43,6112 41,39366 538689 16,02657
The F' bend sagittal on the left tube 43,6112 41,3937 44155 16,02649
The F' bend normal on the right tube 44,4347 41,66737 71U 21,07665
The F'bend normal on the left tube 44,4347 41,66789 Bp7 21,19131
The T'inflating on the right tube 213,9189 205,8242 52,14 59,22345
The T'inflating on the left tube 213,9189 205,8243 584% 59,24583
The 2 bend sagittal on the right tube 227,6754 217,2999 84,75225 87,56229
The 2 bend sagittal on the left tube 227,6754 217,301 ,78BU6 87,58248
The 2 bend normal on the right tube 234,8002 236,6432 2,284 116,2563
The 2 bend normal on the left tube 234,8002 236,644 3B/ 116,6587
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I\VV. CONCLUSION

Modeling the dynamics of CNT arrays taking into@aat nonlinear effects can be performed
with the help of continuous electrodynamics of nmgvibodies, the elasticity theory and van der
Waals’ interactions’ theory. Accounting of van dafaals’ interactions transforms a set of balance
equations to an integro-differential one. If digt@@rbetween nanotubes in an array is more than tube
outer diameter the integral terms may be negledtéidience of van der Waals’ forces is considerable
if distance between nanotubes in the array is 210
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STRUCTURAL AND MAGNETIC PROPERTIES
OF MULTIWALL CARBON NANOTUBE ARRAYS
WITH INCORPORATED IRON-PHASE NANOPARTICLES
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'Belarusian State University of Informatics and Redictronics Minsk Belarus
’SSPA "Material Science Center of NASBinsk Belarus
3NC PHEP Belarusian State Universitlinsk Belarus
“Laboratoire ICube — DESSBtrasbourgFrance

Abstract— We have performed an experimental study of thetire, composition and magnetic properties
of carbon nanotube (CNT) arrays at different catabpurce concentrations during their synthesizatitig
catalyst chemical vapor deposition was chosenHterdynthesis of CNT arrays as a low-cost, simpkk an
effective technique. Various concentrations ofdeene/xylene solution used as a feedstock for Cidwiip
allowed obtaining arrays of aligned multi-wall CNd@s Si/SiQ substrates with different percentage content,
shape and aspect ratio of catalyst inclusions beiogrporated in the channels and between the ssbéll
CNTs. In this way the nanoparticles are mostlyatad from interaction with each other, and protétem
oxidation in the air atmosphere. The structure @mtiposition of the obtained material was investédaty
scanning and transmission electron microscpies, dRamléssbauer spectroscopies, and X-ray diffraction
Magnetic properties of CNT arrays were studied QU8 magnetometer in parallel and perpendicular to
the substrate directions at various temperatur&8(@K). Our results show that magnetic propemieENT-
iron phases can be easily varied depending onlherinitially used catalyst source concentrationGiNTs
synthesis.

|. INTRODUCTION

The interest of reserchers to exploring carbon ndres (CNTs) properties haven't subsided
since their discovery. The range of their possibfglications is very broad, spreading from
nanoelectronics to civil engineering. Verticallygaled CNTs filled with magnetic nanopatrticles are
very promising as a building blocks for many naeogbnic devices, such as nanothermometers [1],
sensors for scanning force microscopy [2], ferronedig nanocontainers for biomedical
applications [3], high density magnetic storage imgd]. Among various technological methods,
floating catalyst chemical vapor deposition (CVI3) ane of the most promising, since it allows
creating CNT arrays over the large surface areasmtrollable manner, and introducing the magnetic
particles into CNT#n situ during their synthesis.

In this work we used three concentrations of feern@gxylene solutionCg = 0.5%, 1% and
10%, as a feedstock for CNT synthesis. The temperah the reaction zone during synthesis was
1150 K, and the growth duration was 30 s. As altethe vertically aligned CNT arrays of 50—
100um height were obtained. In Fig. 1 the scanning)(ardl transmission (c) electron microscopy
(SEM/TEM) images of CNT arrays synthesized on Bstiate aCr = 10% are shown. In TEM image
(Fig. 1c), the elongated catalyst nanoparticle he CNT channel is shown, and a smaller size
nanoparticle is indicated by an arrow.

In our earlier study by Mdssbauer spectroscopy #rdy diffraction revealed, that these
catalyst nanoparticles represens&@hase mostly [5].

Il. RESULTS

Magnetic properties of the samples were studiethbgsuring the zero filed cooled (ZFC) and
field cooled (FC) magnetizations at magnetic fie@fl H =75 Oe applied either parallel (/) or
perpendicular i) to the CNT axis, as a function of temperature.Flgs. 2a and b the ZFC-FC
magnetization curves for the samples synthesizeth W= 10% and Cc=0.5% are shown,
correspondingly. For both samples the ZFC-FC curegsal the typical features of an ensemble of
ferromagnetic particles with different interactifumces between them, which, in turn, depend orr thei
concentration [6].
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Figure 1 — SEM (a,b) and TEM (c) images of alig@dT arrays foiCr = 10%.

In Fig. 2a, it is clearly seen that the curves ardincide at the highest measured temperature
(300K for the parallel and 350K for the perpendiculorientation). Therefore, the blocking
temperatureTg) is above these values. The behavior of the ZQkector Cc=10% is identical for
both parallel and perpendicular field orientaticansgl its increase with temperature indicates ttongt
dipolar coupling between particles. The behavioth&f FC curve, on the contrary, depends on the
magnetic field orientation. For parallel orientatioa horizontal FC curve indicates strong
demagnetizing effect, while for the perpendiculaemtation FC curve decreases with temperature.
This behavior indicates strong coupling of nanapkas along the CNT axis (mainly situated inside
CNT) and less coupling between particles belongindifferent CNT. It is reasonable to associate the
observed effect with the influence of CNTs on thegmetic coupling in different directions.

In Fig. 2b, the behavior of ZFC and FC curves ienittal for both orientations which is
explained by much lower concentration of nanopkagitn theCr= 10% sample.

. 4.0x10°
8.0x1
6,016 3.0x10°
= =) 5
54.0“04_/ Ez.omo
s =
2.0x10'F i 1.0x10°
ZFC
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a) b)

Figure 2 — ZFC-FC curves as a function of tempeeaftor perpendicular (solid lines)
and parallel (dashed lines) orientation of the na#igrfield of 75 Oe: (alC-=10%; (b)C=0.5%.

Next, magnetic hysteresis loopsl(H), were measured using a Superconducting Quanturr
Interference Device (SQUID) magnetometer The magrietld was varied in the range8T...+8T
and was also applied both in parallel and perpertatido the CNT axis directions.

The M(H) curves recorded for th€: = 10% sample at 2land different orientatianof the
magnetic field, are presented in Fig. Bath curves are very similar to each other whatesponds to
the almost isotropic behavidn Fig. 3b the squarened¥ {/Msa) versusCe at different temperatures
andH. versusCe at 300K (in the inset) are plotted. Analysis ofgl data indicates that fGr =10%
the squareness at 300K becomes much lower thahd@r =1% sample, while at other temperatures
it almost does not change betwdan=1% and 10%; and faZr = 0.5% it is always the smallest. This
indicates that the sample synthesize@ &t 0.5% is more isotropic and consist of smalltecat non-
interacting nanoparticles, which is in agreementhwthe results of ZFC-FC. The decrease of
squareness as temperature goes down could be chystermal fluctuations. The coercive field
value extracted frorvi(H) curves measured at room temperature appearadrgase witlCr,
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Figure 3 — (aM(H) curves measured &2 K for CNT arrays obtained &=10%.
Magnetic field was applied in parallel (filled sges) and perpendicular (hollow squares)
to CNT axis. (b) Squareness G at different temperatures. Inset: Coercivity@satT = 300K.
Data refer to the perpendicular magnetic field.

[Il. CONCLUSIONS

In conclusion, the magnetic properties of CNT arwagh the iron phases nanoparticles
obtained by the floating catalyst CVD have beerdisti The main ferromagnetic phases were
determined (F4C). The overall content of magnetic phase, as a&lthe particle size can be easily
controlled by changin@r during synthesis. All the hysteresis loops measwedlifferent samples
were symmetric. Both the squareness and coeraepgendences on tiig indicates the smallest inter
particle interactions for th€r = 0.5% sample with the lowest nanoparticles cdrdaed diameters.

REFERENCES

[1] Y. H. Gao, and Y. Bando, “Carbon nanothermometertaining gallium,”Nature 415(6872)
599, 2002.

[2] A. Winkler, T. Muhl, S. Menzel, et al. “Magneticre microscopy sensors using iron-filled
carbon nanotubesJ. Appl Phys; 99(10), pp.104905-1-5, 2006.

[3] I. MOnch, A. Leonhardt, A. Meye, et al. “Synthearsd characteristics of Fe-filled multi-walled
carbon nanotubes for biomedical applicationsPllys: Conf Ser; pp. 61820, 2007.

[4] X.X. Zhang, G.H. Wen, S. Huang, et al. “Magnetiogerties of Fe nanopatrticles trapped at the
tips of the aligned carbon nanotubek,Magn Magn Mater., 231(1) pp. L9-L12, 2001.

[5] V.A. Labunov, B.G. Shulitski, E.L. Prudnikava, KYanushkevich, “Structure, composition
and magnetic properties of carbon nanotubes dopé&e lmluring the growth process,’Phys:
Conf Ser 100, pp. 052095, 2008

[6] J.L. Dormann, D. Fiorani, E. Tronc, “Magnetic redéon in fine-particle systemsAdv. Chem
Phys,98, pp. 283-494, 1997.

28



A PROBABLE MECHANISM OF FORMATION
OF DETONATION NANODIAMONDS

V. Dolmatov K. Rudometkin
Special Construction-Technological Bureau «Techggl&t. PetersburgRussia
Abstract— In the given work we suggest a new mechanisnomwhdtion of nanodiamond crystallites during
detonation synthesis. The basis of process is fimmaof nanodiamond nuclei — ionized adamantane

molecules from a radical-like dimer, @ the plasma of a chemical reaction zone andhéurgrowth of the
crystallites due to multiple attack of a growinghodiamond particle by the dimes.C

A theory of the resulting in formation of detonatidiamond particles (DND) has a discussion
type up to now. Analysis of own and other authorssults on blasting of hydrogen-free
benzotrifuroxane (BTF) and alloy of TNT/RDX composn (~50/50) allows to approach an
understanding the mechanism of formation of DN[p-dtg-step.

Decomposition of explosive molecules provides natiigh concentration of «free» carbon in the
time limited (0,5 - 18 sec) and volume limited chemical reaction zone €ktension — tens of
micron). Density of the medium («plasma») is ~2@rd.

Bond breakage in TNT-molecule is accompanied byasdgmn of a methyl-group to give an
active methyl radical and, partially, nitro-groulgy, fragmentation of a benzene ring in the «plasofa»
chemical peak to form radicals,, C, C3, CN, CH, respective ions and hydrogen (Fig.1). Bond
breakage in RDX-molecule goes along C-N-bondsve gisoC,, C, CN. Formation ofC; is possible
from C-radical as in RDX there are ©6C-bonds.

TNT

oaN\C/C\\ _NO: C, + CN +CH3+ CH, + C; +C +
——>  CO+COy +H0 + NO, + H+ N,
+H,+H"+H +H

Hzé\ CH: — > C,+ CN +CH,+ C+CO

N, +H + N+ NO,

O//N\O

BTF

_ o
onN ¥

O- Ny O —No,

c % C; + CN + G+ NOy +
NN — N+ CO +C
N
o

~N -0

Figure 1 — A supposed disintegration of explosiv@aoules in the chemical
reaction zone. DND are formed from ~95 wt.% carbbfiNT and ~5 wt.% carbon
of RDX at detonation of TNT-RDX mixture

Decomposition of hydrogen-free BTF proceeds todyi&l, Cs, CN, NOy, CO.
Formation of primary fragments of the future namamdbnds begins from the middle to the end of
chemical reaction zone (to the Chapman-Jougueteplanm carbon radicals. At that cyclohexane
(more energy-profitable), not benzene ring is fatm®&ome drops of liquid carbon formed by liquid-
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drop coalescence mechanism are amorphized atrdtestage of expansion of gaseous detonation
products.

A primary «block» is most likely a radic@l, interring into chemical interaction with the same
particles to form cyclohexane or at once adamantaoiecules. Possible formation of adamantine in
the chemical peak zone was first noted in [1]. dgjan gets to a DND-crystallite in the resultN-
radical bonding.

An adamantane molecule consists of three cycloleXegments being in conformation
«armchair». Spatial arrangement of carbon atonteé@radamantane molecule replicates arrangemen
of atoms in the diamond crystal lattice. An adaraaat molecule has high symmetry and
thermostability.

Growth of a DND-particle goes on the diffusion magism through chemical reactions
proceedings on their surface at adsorption of fradbon and/or hydrocarbon radicals. During of
diamond patrticle growing its surface is constantyered with these radicals.

Growth of a DND-particle is stopped because ofaactf two factors: 1) defect accumulation
of the structure when growing the particle and afiginuation of transition of $phybridized carbon
into sp— hybridized «diamond» carbon; 2) depletion of ocarbadicals.

So, in authors’ opinion, one of the probable me®@ma of formation of detonation
nanodiamond is possible enough: decomposition pfosives in the chemical reaction zone into
radicalsC,’, formation of cyclohexane froii,” whichis then isomerized into adamantane as a result of
catalytic action of ionized aluminium; adamantaseai diamond-like nucleus of the future DND-
particle. Further growth of nanodiamond arises fintaraction with carbon radicals.
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RADIOACTIVE NANODIAMONDS

V. DolmatoV, E. Gorbuno¥, K. Rudometkih
Special Construction-Technological Bureau «Techgal&t. PetersburgRussia
2 Leningrad AESt. Sosnoviy bgrRussia

Abstract— In the given work a possibility of obtaining radctive nanodiamonds was shown. The possibility
is stipulated by not production of radioactive tgmes of carbon but by obtaining of radionuclidesrfmon-
removable, basically, metal-containing impuritiesidg irradiation in an industrial nuclear reactor.

Purpose of the present work is obtaining the radiea nanodiamonds (R-ND) necessary for
diagnostics of their allocation in a living orgamis(medicine), in polymer chemistry (additional
polymer cross-linking, in different composites).

As carbon in diamond is practically impossible tansform into radioactive one having an
acceptable half-life [1], then to give radioactito nanodiamonds (ND) we have tried to create
radioactive zones in ND by transformation of nomo®able metal-containing impurities into
radionuclides.

Detonation nanodiamonds (DND) contain from ~0,02 ®wt.% metal-containing impurities,
static synthesis ND (ND-ASM) contain also up to @t5% [2].

Ampoules with DND-powder were irradiated in an igttial reactor of the 4th energetic block
of AES, t.Sosnoviy bor, Russia in a special coothgnnel.

Nanodiamonds were placed into glass ampoules ambdmled by neutrons in an industrial
nuclear reactor with neutron fluence of 1-2'°H0n2. Average power in the immediate surroundings
of an irradiating channel was 2,35 MW.

The obtained R-ND have radioactivity with a doge k& y-radiation no more than 180,0 uSv/h
and a dose rate gfp-radiation no more than 720,0 uSv/h.

TABLE 1 — A dose rate of radiation

19 days storage after radiation termination

Diamond kind and its producer Incombustible A dose rate of- % of y-radiation | A dose rate of+p—
impurities, radiation, uSv/h of sumy+p— radiation, uSv/h
wt. % (average) radiation (average)
DND, FGUP «SCTB Technolog» 0,07 13,68 43 31,86
(Russia)
DND, JSC «ALIT» (Ukraine) 0,34 14,22 38 37,08
DND, produced by Prof. E.Osawa 0,79 1242 30 410,4
(Japan)
ND-ASM (0,1/0), company 0,85 160,2 35 459,0

«SAKID» (Russia)

117 days storage after radiation termination

DND, FGUP «SCTB Technolog» 0,07 3,24 72 4,50
(Russia)

DND, JSC «ALIT» (Ukraine) 0,34 4,68 76,5 6,12
DND, produced by Prof. E.Osawga 0,79 30,24 64,6 40,68
(Japan)

ND-ASM (0,1/0), company 0,85 32,4 54 60,12

«SAKID» (Russia)

227 days storage after radiation termination

DND, FGUP «SCTB Technolog» 0,07 0,61 70,8 0,86
(Russia)

DND, JSC «ALIT» (Ukraine) 0,34 1,22 73,0 1,66
DND, produced by Prof. E.Osawga 0,79 7,74 74,1 10,44
(Japan)

ND-ASM (0,1/0), company 0,85 11,20 64,8 17,28

«SAKID» (Russia)
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Spectroscopic study of ampoules with DND-powdersdpction of “Elektrokhimpribor”) on
the 13" day after two-day irradiation showed that ther€iis51 (basic radionuclide), Hf-181 (detected
with high confidence), and - Sb-122, Sb-124, Zr@&tected with 50% probability).

An source of formation of a Cr-51- radionuclideasCr-50-isotope (content of 4,35 % in
elemental Chrome); for Hf-181-radionuclide — a kabif-180-isotope (content of 35,10 % in
elemental Hafnium, being a chemical analogue darilitm); as well the rest of chemical impurities -
Iron, Titanium, Aluminium can form long-lived radhaclide such as Fe-59, Sc-46, Co-60.

Date for samples R-DND and R-ND-ASM are presentefable 1.

Arising radioactivity of DND and ND-ASM after irrgation by neutrons can be related to
radionuclides formed from Na, Ca, Ti, Fe, Al, W,GA.

Radioactive ND can turn out an convenient instrunfi@nstudying their behaviour in different
objects and composites.
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NOVEL CARBON NANOSTRUCTURES: MOLECULAR
AND COVALENT BOUND GRAPHENE-FULLERENE CRYSTALS

A. Artyukh L. Chernozatonskii
Institute of biochemical physicdsloscow Russia

Abstract —Different models based on graphene and fullerens weposed. Such structures can be obtained
from material that was previously synthesized weemal influence.

|. INTRODUCTION

Various graphene-fullerene compounds have beermesized before [1-4].They are differ
from each other by the presence of a covalent lamidthe number of graphene layers. In all these
works the properties of structure almost were ne¢stigated.

Il. SMULATION METHOD

The mechanical properties of the studied structwese investigated by classical molecular
dynamics (MD) method using GULP package [5]. Theermction between carbon atoms was
described by Brenner many-body potential [6] whadturately describes the binding energies and
elastic properties of wide range of carbon stregi]. The conjugated gradient method was used for
the atomic structure relaxation. For the behavimwestigation of the composite MD simulation
method was applied by system at 240, 280 and 500rikKg 10 ps with time step of 0.1 fs.

[ll. COMPOSITE STRUCTURE

As the fullerene monolayer was obtained lying oaptpene [4]. We were investigated such
model with two different fullerene g interposition: hexagonal (Fig. 1 a, ¢) and ortlonbic (Fig. 1
b, d) on graphene surface. The calculation ce#ds

Figure 1 — Models of fullerene location: a, c —dgonal, b, d — orthorhombic.

The binding energy was calculated for these strastusing next formula:

AEf = (ES—EG —NEf) / N,
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whereEs calculation cell energyc — graphene energiy — the number of fullerenes in calculation
cell andE; — energy of one fullerene.

For hexagonal case binding energy is equalled.&8-8V/Go, for orthorhombic - 0.67 eViga
It's mean that the composite formation from indidtlcomponent is energy favourable. The thermal
stability was investigated at 240, 280 and 500 Ks&ved behavior is similar for fullerite crystal.
With decreasing temperaturé €260 K) rotation of fullerene molecules stops.uSture is stable
under 500 K.

It is well known that fullerenes is polymerized \j+2] cycloaddition under temperature,
pressure or UV effect [8]. That's why it was insgneg to consider the fullerene polymer on graphene
substrate and fullerene attached to graphene. Ullezene attaching to graphene is changing binding
energy for hexagonal structure up to -11.90 g¥/for orthorhombic up to — 11.70 ey
Sheme of step-by-step connection was investigatetufierene attached to graphene (Fig.2). On first
step there was one pair bond between two fulleneolecules, on second step - two pairs, on third -
three pairs, on last - the infinite chain of bondatlerenes. With number of bond increasing the
binding energy is growing. The polymerized stateie energy favorable. Thus we can propose a 3D
crystal that is fully polymerized.

Figure 2 — Scheme of step-by-step connection.

Young’s moduli of a 3D structure were calculateshgsext formula:
FIL

TSI’

where F = ZZ—E — is the force acted on structure.

Here E is the strain energy, L is the structurgtlerand S is the cross-section area of structure.
The calculated Young’'s modulus for XYZ axis areatpd to 0.17, 0.1@ 0.03 TPa. For comparison,
Young's module of g deposited on silicon surface is 0.01 TPa.

IV. CONCLUSION

The new model of polymerized graphene-fullerenacstire was considered. Such composite
probably can be obtained from compounds [1-4] Wposure that fullerene polymerization promote.
The 3D crystal is a stable material with high vabfi¢ oung's modulus.

REFERENCES

[1] A. Hashimoto et al. / Diamond & Related Materia8s(2009) 388-391

[2] Ishikawa, Journal of Nanomaterials, 2010, 13, 2010

[3] Zhang, J. Mater. Chem., 2011, 21, 5386-5391

[4] J. Cho, J. Smerdon, L. Gao, O.Suzer, J.R. Gue®, Gluisinger, Nano Letters 12,3018-
3024,2012

[5] J.D. Gale and A.L. Rohl, Mol. Simul., 29, 291 (2p03

[6] Brenner, D. W., 1990, Phys. Rev. B, 42, 9458 (1990)

[7] Petukhov A.V. et.al, phys. stat. sol. (a), 181, (@®00).

[8] Fullerene polymers and fullerene polymer composids. P. C. Eklund, A. M. Rao, Springer,
Berlin, 2000.

34



DIMENSIONAL BOUNDARY BETWEEN
THE NANO- AND VOLUME STATUS

V. Liopg A. Nikitin, V. Struk Yu. Tarasevich
Grodno State UniversifyBelarus

Absteract —There is measured border between nano- and materedtsubstance. This fact is explained with
the Debye model for the distribution of the freqeies of phonons in crystals. If the size of crystath that

a phonon with a wave-length bigger than the Debyeve-length can not propagate, it acquires the
properties of a substance different from the mawpie properties of the crystal.

|. INTRODUCTION

When considering the atomic processes in solidmnafise the classical notions of condensed
matter physics. An example is the description eféelementary act of diffusion, the calculation lod t
specific heat at temperatures close to normalcéteulation of the coefficient of elasticity, efthe
physical properties of the particles when theirumstl dimensions remain unchanged until a certain
valueL,. For particle sizes smaller thag, acquires the properties of a substance diffdrent those
of macroscopic size. The curves of the "properegsfor different properties have looks similathe
dependence of the ratio of Young's modudfisron with grains sizes in the nano- range size to
Young's modulus of iron with an ordinary grain stiegending on the grain size [1].

[l. THE TEMPERATURE EQUIVALENT OF THE PARTICLE SIZE

To determine the boundary between the nano- antdmaktatus we use a model of continuous
Debye phonon spectrum [2]. The Debye frequencyeelto the energy, momentum, wavelength, and
Debye temperature:

E, =fw,; P, =haw, Iu; A, =2l wy; 0 = hw,
u- speed of propagation of phonons.

The Debye’s temperaturé&) is the temperature bound between classical andtguomia
approximations. IfT >6 then physical phenomena are described by clagsisigs otherwise it must
take quantum methods. Side by side with Debye’sg:ynéED = k6) it is proposed to use Debye’s

momentum(PD = (2EDme)1’2) for electrons in the particles. Mechanical dispraent of the nucleus

leads to excitation of an electron and transfets ihe level exceeding on the main level with\hkie
of the phonon energy. The mass in determining tleyD’'s momentum is taken equal to the mass of
the electron.

Let Lo is a size bound when mechanism of physical preseskanges. If > L, the size of
particle does not exert an influence to mechanignphysical processes. Whdn< Ly then the
properties of particle different from ones in thékbobjects and the sizes of particles influencéhtr

properties. For calculation af it must take the uncertainty relatiéfy L, = h. Hence it follows

Lo = h(2meke)‘% ;
h — Plank constank —Boltzmann constanty— mass of electron.

The L, are maximum value for nan sizes and are diffefemt matters. F. e. for diamond
L, =5nm(@=1850K) but for leadL,, = 24nm(6 = 95K ).
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[1l. CONCLUSION

Currently, despite the intensive development of wniper of industries who consider
themselves to nanotechnology, the theory canndagxfhe phenomenon of nanoparticles. There are
serious objections against the very expressiortshiédnge the prefix "nano”. If the experimental résul
obtained when the dispersion and heating (coolgige the same result in the determination of
physical properties, we can introduce the tempezatequivalent particle size. Therefore the
determination of the true place of nanoscale objectd systems in real industrial production is a
multifaceted problem whose solution can be obtaimdg on the basis of a systematic approach and
coordination of intellectual potential of the varsoparticipants in the life cycle of innovative guats.

REFERENCES

[1] Charles Poole, Frank J. Owen, “Nanotechnology”, d6es Technosfera, 2005 (russian).
[2] V. Liopo, V. Struk,Phonon spectrum and the dimension of the boundeinyden the nano-and
macrophasgGrodno, Vestnik GrSU, V.1,pp 93-101, 2005 (russian)

36



ALGEBRAIC METHOD IN CALCULATIONS
OF NANO-SCALED OBJECTS PROPERTIES

Yu. Tarasevich
Grodno State UniversifyBelarus

Abstract— The quantum mechanical calculations by meartheflgebraic formulation are considered for
the nano-scaled objects. The one-dimensional atfaime-dimensional quantum oscillators is seleetec
model object sufficient for a range of solid staigplications. In the calculations, well known alggb
formulation entities are used, such as the one-ubimeal Morse quantum oscillator and the U(2) Lie
algebra. The relative importance of the surfaceat$fin the nano-scaled object is represented hsidering
both the radiation mechanisms and the differen¢berbehaviour of the quantum oscillator subchhansng
different lengths. The automation method for depiiith the numerically undetermined coupling parterse

is suggested.

|. INTRODUCTION

The algebraic method is considered to be the m@aethodology in quantum mechanical
calculations, besides the (traditional) potentia eempirical methodologies. It is rooted in the
Heisenberg formulation, and its emergence is uguaated to the late 1970s [1]. The main idea of the
method is to represent the energy spectrum of bjecowith the irreducible representation of the Li
algebra being isomorphic with the object stated,then to manipulate the algebra [2, 3].

The main benefits of the method are: (1) reductibthe volume of computations (the method
doesn't require solving the Schroedinger's equativactly and the mathematical manipulations
employed in method are considered comparativelgdph); (2) in-built provision for anharmonical
effects (with the appropriate choice of potentiaidtion); (3) possibility to calculate wave functso
and thus observables other than energies [1,2,4,5].

The problem of the appropriate algebra and reptasen choice and construction by now is
considered solved, in general. There are somentari@ consider here, mainly pertaining to the
subsequent organisation of computation. The imporitaplementation steps are: (1) to determine the
number of dimensions sufficient to describe the problem; (2) to deterenthe part of the spectrum
requiring representation (bound, continuous, ohdB) to select the potential function appropiat
for the problem. The primary output of the methagication is the energy spectrum, so the priricipa
areas benefitting from the method application heemholecular, nuclear and particle physics.

[I. APPLICATION OFALGEBRAIC METHOD

The application of the algebraic method to the-vealld system (molecule, cluster etc.)
usually starts with substitution of inter-atomicnios with the quantum oscillators in one of the well
known potentials. The inherently anharmonic potgnfinctions proposed by Morse and Poeschl-
Teller are considered to be an especially good idatek for that. If the problem is limited to
dimensionsr =1,2,3), the algebra U(r+1) for each bond is built. Nexamiltonian for the system is

formed. The typical Hamiltonian for the systemndfonds (treated as a systenmafoupled quantum
oscillators) in algebraic formulation is [4,5]

n n

H=2 ot DAC+3 XA Gy + X 34 Mi .

I i ji<j ji<j
where ,, are zero level energies of oscillators labeligic, are Casimir (invariant) operators for
the algebras corresponding to oscillators Iabedie(';aﬂ are invariants describing anharmonicities

involving oscillators labelled and B, m o, are Majorana operators describing oscillators dispn

couplings. The coefficientA and 2 depend on object's composition. These might beespiently
fitted to the experimental data. Then, the obsdesimight be calculated etc.
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The important point here is that the complete Htieeensional numerical treatment of systems
even of relatively modest siz10 —10? atoms), even in algebraic formulation, is stillahxing a very
significant volume of computations.

[Il. NANOFILM AND ITSRELATED MODEL OBJECT

It is well known that the size effects in the nanimects are direction-related [6]. Nano-scaled
objects (nano-objects) are classified, e.g., byntmaber of object's dimensions which lie in nareesi
range £1—100 nm). One of the important types of the nab@ds is nanofilm — one-dimensional
nano-object. Typically, such object would be pla@sther on a (massive) layer or between two
(massive) layers. The energy (heat) flow in pradiycinteresting setups of this kind is directedreno
or less along the axis of nano-dimension of thedbjConsidering the relation of lengths of layamsd
film along the film's nano-dimension axis, the abjemight be considered as being effected by plain
wave with wavevector directed perpendicularly te fiim's macro-plane ("side"). Furthering this
assumption, the lateral energy flux in film migha bonsidered negligible (non-existent) and so the
problem might be reduced to the problem of longituehergy flow in manifold of one-dimensional
chains, and further, to the problem of energy flowuhe one-dimensional chain of atoms.

The one-dimensional (linear) chain of quantum ¢eoits (harmonic or anharmonic), to which the
one-dimensional chain of atoms is reduced, is #wcband well-researched example of the algebraic
method application. The algebras involved for evsgd are U(2) for the bound states-only problem.

V. SCALING AND SYmBOLIC COMPUTATION

Not every nano-object would lend itself to the g@ing simplification like discussed in Section
[ll. Extending the calculation to two or three dmseons would generally require more complicated
algebras — U(3) and U(4) per oscillator for boundtes-only problems, — and the types of Lie

algebras involved consist c Q(nz) operators each. Considering more complex systdikes,
molecular crystals or nano-composites, would r#igecomplexity even more. Finally, the values of
the series coefficients often are unknown. Howevemany cases it's possible to reduce This suggest
trying for solving in the symbolic form, which mighlready give a useful results. However, the sheer
volume and complexity of such calculations evensigstems of 10—f0atoms necessitates using the
software automation, specifically, a symbolic cédtions software package. To this end, we primarily
consider two open-source high-end mathematicalveoft packages, MAXIMA and SAGE. As the
method requires dealing principally with series aggregates, even the middle-end packages (like
MPFR, CLN, GMP etc.) might do, in certain circunmsies.

V. CONCLUSION

We consider the application of algebraic methodhi calculation of physical properties of
nano-scaled objects. The method, while offeringaterbenefits, especially with regard to the volume
of computations, requires careful application amaliMd scale satisfactorily only in well-organised
environment.
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NUMERICAL SIMULATION OF METAMATERIALS WITH ACTIVE
AND NONLINEAR ELECTROMAGNETIC PROPERTIES

S. Maly
Belarusian State Universitiinsk Belarus

Abstract — The techniques for calculating electromagnetarameters of metamaterials containing
components with non-linear and active propertiesamsidered. The techniques are based on the dhetho
of minimum autonomous blocks. The results of compohal experiments are presented.

I. NUMERICAL MODELLING OF COMPOSITES AND METAMATERIALS
ON THE BASIS OF THE METHOD OF MINIMUM AUTONOMOUS BDCKS

The design procedure of electromagnetic propedieomposites and metamaterials based on
a the method of minimum autonomous blocks was dgeel (MAB) [1]. The MAB method is based
on the description of the electromagnetic parametdr subdomains using the apparatus of the
scattering matrix. This method has been succegsiided for the simulation of electromagnetic
processes in structurally inhomogeneous media @nggcribe their electromagnetic properties [2,3].
Algorithms of realisation of the MAB method are saered. Models of absorbing boundary
conditions for external electrodynamic problemsaescribed. Models of local and remote sources are
presented. It is established that the techniqueslaged on the basis of the MAB method provide a
full cycle of modeling: including an estimation average electromagnetic parameters of
metamaterials and calculation of optical and mi@esvsystems.

Features of modeling of interaction of electromdigneadiation with the metamaterials
possessing active, nonlinear and combined progertiee considered. For calculation of
electromagnetic properties of active metamaterietpecially as a part of resonant systems, it is
appropriate to use the recomposition algorithnmeafisation of the MAB method.

Nonlinear metamaterials are modeled by use of titeraalgorithm of the MAB method
allowing on each iteration to spend correction fbéctive electromagnetic parameters depending on
amplitudes of channel waves, exciting blocks. Mdthof increase of iterative process stability,
including use of secondary decomposition of MABd agibrid algorithms are considered. The models
for describe the effects of harmonic generatiomgisi system of related decomposition schemes are
proposed.

[l. THE ELECTRODYNAMIC ANALYSIS OF THE METAMATERIAL
FROM CUBIC DIELECTRIC ELEMENTS

Efficiency of the developed techniques is illustthby results of calculation of interaction of
the plane linearly polarized electromagnetic wavtn a flat layer of the metamaterial consisting of
cubic elements, located in knots of a square periattice.

The size of the block is 10 mm and the distancevden the faces of the neighboring blocks is
4 mm. Plane wave is normally incident on the layfemetamaterial as is shown in Fig. 1. Frequency
dependences of reflection and transmission coeffisi were presented for the three-layer lattice in
Fig. 2 (active metamaterial), and in Fig. 3 (no@inmetamaterial).

A

Figure 1 — Flat layer of the metamaterial contajrgénbic dielectric elements.
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To set the active properties of the metamaterial fibllowing values of permittivity and
permeability of the material filling cubic elementgere used:s=25+j25, u= ¥ ( Nonlinear

material properties were specified as follows(i,j k)=¢&,G.j k )+a mnax((:;n (ikn);

where (, j, K — coordinates of the block in the decomposingesddt n — channel numbenn —
iteration number; g =25— stationary part of dielectric permeabilityy — nonlinearity factor;

C.'(i, j,k,n) — complex amplitude of the wave falling on thediian the channeh on iteration with
numbem.
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Figure 2 — The frequency dependence of reflection Figure 3 — The frequency dependence of reflection
and transmission coefficients for the layer and transmission coefficients for the layer
of active metamaterial of nonlinear metamaterial

Analysis of simulation results show that the maxmnamplitudes of the transmitted and
reflected fields correspond to the own resonamjueacy of cubic elements. The presence of non-
linearity leads to a frequency shift of the curvesth the greatest influence on the reflection and
transmission coefficients of the nonlinear progertdf materials cubic elements provides at the same
resonant frequencies.

[1l. CONCLUSION

Techniques for electrodynamic analysis of intemactiof electromagnetic radiation with
metamaterials are developed. Techniques allow tesider active and nonlinear properties of
metamaterials. Results of modelling of a metamaltevith cubic elements confirms adequacy and
computing efficiency of the developed techniques.
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EFFECT OF PULSED ELECTRIC CURRENT TO DEFORMATION
OF AMORPHOUS AND NANOCRYSTALLINE METALLIC
ALLOYS, AGED IN ACIDIC ENVIRONMENTS

V. FeodoroyT. PluzhnikovaS. SidoroyA. Yakovlev
Tambov State UniversitiRussia
Abstract— The influence of aggressive media (20 % solutiogS® and HNQ) intermittent discharge on
the strain-based amorphous alloys and cobalt ngsi@atline iron-based alloy, which occurs dependamg
the c-¢ by passing electrical current pulses. Fitted valdepending stress relief in the material dendithe

pulsed electric current. Investigated the stru¢tanal morphological state of the alloy surfacerafgosure
to aggressive media of different concentrations.

|. INTRODUCTION

Expanding the range of application of amorphousrarnbcrystalline alloys sets targets for the
study of the structure and properties of these madgeafter various influences. This may be both
stationary and non-stationary thermal field pulsd atatic electric and magnetic fields, and diffiere
environment leading to oxidation and corrosion. Wi high levels of corrosion resistance, metallic
glasses show a significant sensitivity to the éffexf hydrogen and corrosive environments, resgltin
in embrittlement of these materials [1]. The traissmon pulse electric current at a high density
metallic glass deformation accompanied by a redoctof mechanical stress diagrams fixed
ono(e) [2]. The purpose of this paper is to study théodeation of amorphous and nanocrystalline
metallic alloys by pulsed electric current aftepesure to corrosive environments.

[I. RESULTS AND DISCUSSION

The object of the study were chosen amorphous maditals based on cobalt (AMAG - 172
AMAG - 180) and nanocrystalline alloys based on(ABIAG - 200) obtained by spinning. Sample
sizes: ~ 3,5 x 0,02 x 40 mm. Corrosive environmerd 20% solution of sulfuric and nitric acids.
Samples were preincubated for 40 minutes. Thersdngples produced by uniaxial stretching tensile
testing machine Instron-5565 with a speed of Oigpgrs mm / min while a pulsed electric current
durationt = 5 ms, and the current density 16*-10° A/m?.

Deformation of the AMC while passing an electricrreat pulse on the charts load
accompanied by the phenomenon similar electroplastfect, the well-studied for crystalline
structures [3-4]. At the time of the current puleethe diagramss-¢ there is a short (~ 1.1 s), the
decline of stresAc followed by complete recovery of stroke depending-¢.

The experimentally observed that after soakingd#Zulfuric acid in amorphous alloys, Co-
base, the reset value of the mechanical stresseseady passing a pulsed current is reduced by
Ao = 20 % in comparison with the amount of dischargéhefsamples in the initial state (Fig. 1 a, b).
A delay of 20 % nitric acid solution reduces theoammt of stress relief by 30 % compared with the
effects of sulfuric acid and 50% as compared wibketting. Effects on the acidic environment
nanocrystalline Fe-based alloy does not affectélease of mechanical stress.

Decrease in the discharge of stress may be duafece phenomena occurring. In Fig. 2b is a
view of the surface of the sample after exposurant@cidic environment. It is seen that the exposur
to the acid environment of amorphous materialsdaadsurface oxide formation, the study confirmed
that the element composition. It was found thataalithe entire area of the specimen surface coverec
sulfate formations thickness around 3 microns.

The formed oxide film on the surface reduces th@ahsection of the sample which leads to an
increase in resistance and decrease in curremigaoti the sample. This accordingly causes less
heating of the sample, whereby the amount of digghdecreases mechanical stress caused by passir
a pulsed current.
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Cobalt metal is capable of absorbing large amoahtsydrogen [5], not forming a compound
of constant composition. Therefore, hydrogen isaagptly not evaporate and remains in the surface
layer of the material, causing embrittlement isavtsed experimentally.

2509 —m— The initial state 3301 —u—The initial state
{ —®— The impact of a sulfuric acid —o— The impact of a sulfuric acid
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Figure 1 —The dependence of the strain relief efdirrent density in the alloy:
after exposure to a 20% solution of sulfuric antdaacids: a) AMAG-172 b) AMAG-180

Soak nanocrystal alloy on the basis of iron in #wdutions of sulfuric acid leads to the
formation of pitting corrosion (Fig. 2). The chatetstic size of pitting of the basins is 300 - 358
depth~ 40 nm. When this takes place decrease the valtieedfensile strength of the alloy. So ,for
example, after the impact of solution of sulfuritichand 4 of the current pulse density of 2%10
2x10 A/m2 tensile strength is reduced by 20%.
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002 0406 08 10 12 14 16 18 20um

b)

Figure 2 — Sulphate formation on the surface ofAMEAG-180 after the impact of the 20% solution
of sulfuric acid (a); pitting corrosion on the saagé of the nanocrystal alloy AMAG-200 (b)

[1l. CONCLUSIONS

The acid environment forms sulfate compounds orsthigace of amorphous alloys, leading to
a considerable reduction in the metal section efséimple, which causes an increase in the reststanc
of the material, reducing the force of the curremd consequently, leads to lower heating of the
sample, therefore, decreases the value of the sest mechanical load.

In nanocrystalline alloys, in spite of pitting cosion, stored value reset mechanical stress by
passing a pulse of electrical current.

Change of discharge of the mechanical stress cdwspdise current, in the investigated alloys
after soaking in aggressive environments due antijz¢ change of the heating alloys.
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STRUCTURE OF ZnO THIN FILMS DOPED
WITH RARE EARTH COMPOUNDS

V. Koleshks, A. Gulay, A. Shevchenok, T. Kuznetstw&ulay
Belarusian National Technical Univers, Minsk,Belarus

Zinc oxide thin films doped with rare earth compdsi(rare earth oxides and fluori¢) up to
the 1-4mass % concentration were produced by th-beam sputtering of the ceramic targets of
stoichiometric compositionThe thin film surface morphology of the nanometesils thickness we
studied by the atomic force microscof(AFM) with the use of theNT-206 microscope
(Microtestmashiny CoBelarus) equipped with MicroMasch Co. (Russ&andard silicon probes. The
probe edge radius is 10 pthe vertical resolution i0.2 nm,and the horizontal resolution2 nm.

For the ZnO-YEk (Imass 9) thin films deposited for-6L0 min,the surface roughness0.1 —
0.5 nm in the field of 1.5x%.um.The AFM surface relief image made in the topogrephmode
contains noise interference in the form of pardiletizontal breakups and bands placed diagona
regular intervals as seen in . 1. Distinguished grain boundaries are not observeba because the
grain structure has no time to be formed at thagestof the thin film growi. Dark roundedslands
consisted of 20hm sized clusters against a light background satestan be revealed in the ime
made in the “Torsion” mode.

Hil.dum Y:l.dum Z:9.0mm [18.3:1]
Ba: O0.5mm Rg: O0.7nm

a) b)
Figure 1 -The AFM surface image of the thin film deposited6 min at right angle:

(a) 2D image made in the tapping m, scan field is 58 um;
(b) 3D image made in the topographical m, scan field is 5x1.5 um.

An increase of the deposition time 60 min results in the formation of a thin polycrysitad
film with the obvious grain structL. The film surface roughness is i in the field 011.3x1.3 um
as shown in Fig. 2. A twphase structure is revealedthe tapping mode.e. dark rounded grains 20
nm in diameter and light grains abc50 nm in diameter are observeddght grain boundaries are
clearly definedgrains are round shap. Dark grains are locatedf a ruls, in the triple nodes of the
light grain boundaries, i.en the cavitie. Their quantitative contengrea distribution and contre
againstthe rest of surface allow us to assume in the grdiium containing pha..
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Figure 2 -The AFM surface image of the thin film deposited60 min at right angle:
(a) 2D image made in the tapping my, scan field is 1.6k6 pum;
(b) 3D image made in the topographical m, scan field is Bx1.3 um.

A thin film crystallite development deee depends on both the deposition time and thes
between the flow of material deposited and the tsatessurfac. So,the thin film surface roughnes:
nearly halved (from 1.8m to0.6 nm in the 1.3x1.3 um field)the deposition angle decreases fr
90° to 30°Grains of the light phase are observed in the inmagde in the “Torsion” mode as sho
in Fig. 3.The grain length is twice as much as the grainh. In the image made in the topographi
mode grain bundaries have no clear outl.
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Figure 3 -The AFM surface image of the thin film deposited60 min in the tapping moc:
(a) at right deposition angl, scan field is 0.5x0.an;
(b) the deposition angle 30°, scan field is 1.2x1)2rr.

The film texture can be revealed when the textxis & placed diagonally against the AF
scan direction as shown in I. 4. The grain elongation direction is defined by thgqusntial surfac
scanning in concurrent orthogonal direct. At the scanningalong the texture directi, grain
boundaries are reveals only in the topographicatlenwhile at the scanning across the tex
direction, grain boundaries are reveals in the AFM “Torsionbda to be in agreement with t
operation principle of laterébrces in this moc.
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Figure 4 -The AFM surface image of the thin film deposited60 min at right angle:
(a) D image made in the topographical m, scan field is 2x1.2 um;
(b) 2D image made in the tapping my, scan field is 0.88.8 um,
texture is placed at an angle45° to the scan directi.

Comparing a surface morphology of thin films obéainat different deposition tim, the
following can be notedRounded dark island(“Torsion” mode)are observed in all films equal
nearly €ual amounts to be nearly equal in size at. Apparently,this is a containing ra-earth
element phase which is the first to be crystallizadthe substra. But number of yttriur-containing
islands distributed over the surface differs indigantly for the 1 mass % anid mass % Yk
concentrationRare earth compounds may be assumed to serve iisraadzinc oxide crystallizatio
centers at the thin film formati.

The research into the structure of zinc oxide filims is of a considerablinterest for the
fabrication of sensors of various physical params, specifically gas concentration sen:.
Adsorption and diffusion rate is dependent on trengsize and grain boundary development in
thin film to define finally operation behaw of gas sensors based on zinc oxide thin .
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GENERAL GROWTH PATTERN OF ANODIC ALUMINUM OXIDES

V. Soko} V. Yakovtseva
Belarusian State University of Informatics and Redectronics Minsk Belarus

Abstract— One of the effective methods for the formatiért@atings with required functional properties on
the aluminum surface is the anodization. Usuallgdém aluminum oxides are divided into dense (barrie
and porous. This work shows that such the divissovery conditional. In any electrolyte, the alumifim
origin and growth is defined by two factors. Theme the rate of AbAI,O; transformation at the
aluminum/alumina interfacevg) and the rate of the alumina dissolution at them@ha/electrolyte interface
(Vg). In all cased/p>> Vy4. WhenVy—0, a preferential growth of dense alumina takeseplédloweverV is
never equal to zero, even in water. It dependseretectrolyte composition, concentration and temaipee
and ion current densityJJ. With specified electrolyte, temperature and aratibn voltage, only the
anodization time defines either dense or porousiala will be formed.

|. INTRODUCTION

Anodization is one of the effective methods for tbemation of alumina films with required
functional properties on the aluminum surface. Nibte following advantages of this method [1].
Firstly, the film is grown directly from the methbdy instead of outer deposition, so the adhesion
problems stand no longer. Secondly, the qualitthefalumina film grown can be controlled by the
variation of the electrolyte nature and quantiatbomposition as well as varying the conditions and
electrical parameters of the anodization processwark in practice the method advantages in full, a
comprehensive study into the mechanism and formatmditions of desired alumina films is needed.
The research in this field can open new potengaliin the formation of coatings with a specified s
of functional properties.

[I. RESULTS AND DISCUSSION

Usually anodic aluminum oxides are divided into skerfbarrier) and porous. But such the
division is very conditional. When aluminum is armadl in any electrolyte, the alumina film origin
and growth is defined by two factors. These are tthie of AAIO; transformation at the
aluminum/alumina interfaceVf) and the rate of the alumina dissolution at themaha/electrolyte
interface {g). In all casesVp>> V4. At Vy—O0, a preferential dense alumina growth takes place.
However, Vy is never equal to zero, even in water. It depemghe electrolyte composition and
concentration, temperature and ion current deifdityWith the specified electrolyte, temperature and
anodization voltage, only the anodization time wesi either dense or porous alumina will be formed.
It should be noted that the anodic alumina fornmaisopossible only in the presence of ion currerg d
to which an oxygen ion delivery to the aluminumraioa interface is provided. When voltage is
applied between the anode and cathode, a commanttinrough the alumina film is equal to sum of
ion (J;) and electronX) currents. The electron current does not partieifa the oxide formation and
is defined only by the oxide structure charactesstlattice damages, ion inclusions, etc.). Ithueas
much less than the ion current value. So, in tlesgmce o8, the electron current is neglected.

Definite ratesVy and V4 are characteristic for any definite electrolytendAwith the electrolyte,
temperature and anodization voltage specified, @ah&/ anodization time defines either dense or
porous alumina will be formed. So, if the anodiaattime is so short that the thickness of the anodi
film dissolving at the alumina/electrolyte interéacs negligible, dense alumina may be said to be
formed. Denote this time biense Of course, this time is defined by the ratio loé tgrowing film
thicknesdhy to the thickness of the film part dissolMegl i.e. by any factoks=hy/ho. in ideal casek, =

0. So, permissible anodization time can be detexthly specifyinds,. When the anodization time is
longer thartgense porous alumina may be said to be formed.

It is known that the porous alumina growth ratelefined by the dissolution rate at the pore
bottom, which depends on the ion current densityher things being equal. When the ion current
density increases, the dissolution ratg— Vo. When Vy =V, a well-known aluminum polishing
process takes place.

Fig. 1 shows the growth kinetics of dense anodimata.
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Figure 1 — Growth kinetics of dense anodic alunimiie range of low oxide dissolution rates

Because 5 — 7 nm thick dense native oxide is aalilminum surface, only the electron current
flows through the oxide at the initial anodizatistage tot; and t,. When the anodization voltage
increases up tbly, the electrochemical breakdown of the native ofiltke begins and the ion current
appears which increases sharplyt att; ort > t,. A valueU; is evaluated abl; = hinitia/ ko, Where
hinitiar IS @ thickness of the initial native alumina (rempkyis a well-known anodization constant equal
to 1.4 nm/V. The ion current is constant up torti@mentts and higher is voltage scan rate, higher is a
value of this current.

At the moment; the voltageU, = const and the ion current falls. Some increasthefoxide
effective thickness is observed during the curfatittime. After t; only the electron current takes
place and the alumina films stops growing. It issidered that this electron current is less thdn 0.
from the current at;. A periodAt =t, - t3 is about 10 min. The current is practically const@r a
long time up tots (or ts). However, the alumina film undergoes a certaiang/e associated with its
electrochemical dissolution at that. Practicalig oxide surface is not ideal, i.e. defect regi@ngstal
lattice damages, ion inclusions, etc.) are obsenisda rule, the dissolution rate is higher in thes
regions, so they are considered as pore nucleh ite, pores grow deep into the oxide film and its
diameter increases. At some moment walls of neighbgores come to the contact and pores start
grow only into the oxide depth.

Up to this moment all processes take place wittioeiparticipation of the ion current. But the
moment comes when the pore growth into the oxigeghdeesults in such the oxide thickness at the
pore bottoms that the electrochemical breakdowmpéag and the ion current appears within the pores,
i.e. a classical growth of porous alumina begirtsis Torresponds to the andts moments in Fig. 1.
The alumina dissolution rate at the pore bottomwdsy low in the electrolytes for the dense
anodization, so the growth rate of porous alummsuich electrolytes is very low.

Fig. 2 shows the growth kinetics of porous anodieména in the range of high oxide
dissolution rates.

uaJ S —— -U
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Figure 2 — Growth kinetics of porous anodic alumimghe range of high oxide dissolution rates
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Only the electron current flows through the oxidethe moment; as in the case shown in
Fig. 1. When the anodization voltage increasesoufh¢ electrochemical breakdown voltage of the
native oxide film at the aluminum surfathk, the ion current appears which increases. In ashto
the case in Fig. 1, this current increases steangtlyo the moment, when the constant anodization
voltage is observed. At this timeX t;) the pores nucleation takes place. In the timg-et, the pore
restructuring happens. Number of pores decreagbstiva anodization voltage in compliance with the
well-known fact that the pore diameter and celesaze proportional to the anodization voltage hia t
to,—t stime range a fixed amount of pores per the alumiouni surface area is established.tAtts,
pores grow into the oxide depth and the currentedses due to the voltage drop in the pore channels

The growthkinetics form shown in Fig. 2 is independent of tiectrolyte (sulfuric, oxalic,
phosphoric and other acids) though quantitativeeslof the parameters at various time moments are
different.

[1l. CONCLUSION

Thus, the division of anodic alumina film into denand porous is very conditional. In any
electrolyte, the alumina film origin and growth aefined by two factors. These are the rate of
Al—Al,O3 transformation at the aluminum/alumina interfand the rate of the alumina dissolution at
the alumina/electrolyte interface. When the dissoturate tends to zero, a preferential growth of
dense alumina takes place. It depends on the @lgetrcomposition and concentration, temperature
and ion current density. With the specified eldgtey temperature and anodization voltage, only the
anodization time defines either dense or porousiala will be formed.
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PLASMA-MECHANICAL OSCILLATIONS
IN CARBON NANOTUBES ARRAY

A. Danilyuk D. Podryabinkin
Belarusian State University of Informatics and Rediectronics Minsk Belarus
Abstract— The results of the simulation of plasma-mectaniscillations in carbon multiwalled nanotubes

array under electromagnetic radiation are preseoctedidering thermal fluctuations, internal strestafic
load and the ponderomotive forces between the nhast

|. INTRODUCTION

Recently a great interest in the study of the atBon between the electromagnetic radiation
(EMR) with the frequency range from 1 GHz to 1 Tatmd the carbon nanotubes (CNTSs) arrays has
grown up. Despite the large number of existing Wwodn measurements and modeling of these
processes, many things still remain unclear. Theegaf interaction of the EMR with individual
single-walled CNTs are mainly considered in the otkaécal works, while the known
phenomenological models developed for compositestaguing nanoparticles are used in the
experimental works for the interpretation of théadabtained.

The aim of the work is to simulate the plasma-maata oscillations in a multi-walled carbon
nanotubes array under the influence of electromagmadiation taking into the account the
ponderomotive forces between the nanotubes, thdlnectiations, stress and static load.

[I. PLASMA-MECHANICAL OSCILLATIONS

The real arrays of aligned CNTs are far from pérféey are characterized by heterogeneity,
the presence of branches, intersections, curvelgds, contacts between the tubes and the incladion
magnetic nanoparticles. The characteristic dimewssiof the free fragments of CNTs between the
points of attachment, contact, or bending are oefsindreds of nanometers.

Free fragments of CNTs in the array, having higistitity, undergo mechanical vibrations.
Such fluctuations are caused both by external (am@chl stress, heat, electric and magnetic fields,
currents) and inner (thermal fluctuations, magnesii effects, residual strains and stressesprfact
The free CNT fragments are characterized by naftequencies of mechanical oscillations, the values
of which are determined, additionally to the CNasdlir, the elastic moduli and the lengths of these
areas, by the presence of fixtures and strains.

The charge fluctuations are determined by the ciewiatic frequencies of plasma oscillations,
which are excited by passing a current through rotude, and external radiation. EMR generates
eddy currents in the conductive CNTs with charastierfrequencies depending on the CNTs size,
their conductivity, and the Fermi velocity, whichlwes lie in the range of 50 GHz and above.

Multi-walled CNTs with a diameter of 30-50 nm andeagth of 300-500 nm oscillate with a
natural frequency of the mechanical vibrations & GHz and have a quality factor of 1000 at room
temperature [1].

[Il. RESULTS AND DISCUSSION

The calculations performed have shown that the ar@chl vibrations of CNTs may be excited
both by the presence of the original CNT bendinglennthe static load, and due to the charge
oscillations of neighboring CNTs. In the first cage the absence of repulsive forces between the
CNTs the vibrations are damped with a time deteechioy the damping constantin the second case,
the oscillations are forced.

The results obtained for the case of a relativemals external force are shown in Fig. 1 for
center of CNT corresponding to the center of tke fLNT fragment.
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Figure 1 - The CNT fluctuations in the case oftieddy small repulsion force between the CNTSs.
IV. CONCLUSION

With the growth of the repulsive force at a frequierf about 80 times greater than CNTs
natural frequency, the amplitude-modulated periaolcillations appeared with two characteristic
frequencies.

The preliminary results of the calculations haveovahm that the presence of the noise
component of force leads to stochastic fluctuations
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SECTION 2. APPLICATIONS OF NANOMATERIALS
(ELECTRONICS, MECHANICS, BIOLOGY etc.)

PROTON-CONDUCTING MEMBRANE WITH
SPATIALLY HETEROGENEOUS STRUCTURE BASED
ON POLYMER-SILICA NANOCOMPOSITES

E. TrofimchuR, N. Nikonorovd, I. Meshko®, A. Muzafaro¥,
M. Gallyamov, D. Kondratenkd, N Bakeel 2
Moscow State UniversitRussia
%|nstitute of Synthetic Polymeric Materials RASIssiaMoscow

Abstract— An original approach for the preparation of sgnproton-conducting membranes consisting of
high density polyethylene (PE), silicon dioxidedgrhosphoric acid for the intermediate temperaflisg-
180°C) fuel cell is presented. The base of this meti®d template synthesis of silica phase using
hyperbranched polyethoxysiloxane as a precursdryyolytic condensation reaction within the voluofe
the nanoporous polymer matrix with pore’s diametérabout 10 nm obtained via the mechanism of
delocalized solvent-crazing. The received polynikzas nanocomposites containing up to 40 wt.% dD,Si
were characterized by a structure of two interpatieg networks, and silicon dioxide formed a ritfidee-
dimensional framework. Loading of composites by qgifwric acid was carried out by their heating in an
environment of HPQ, at 160°C that was above the melting point of PE. In thise; the polyethylene melt
migrated from inner volume to surfaces of the cosigowhile emerged pores were filled with acid. The
amount of introduced acid increased linearly witgrawth of silica phase in the composite and maxmu
content of HPQ, equaled to 50 wt.%. The proton-conducting membraotetained are characterized by
conductivity of 0.03 S/cm and the best performasfd@.4 V at current densities of 0.4 A/tat 160°C.

|. INTRODUCTION

Today polymeric materials characterized by the higbton conductivity (18-10" S/cm)
attract the considerable interest because thepraspective as the proton-conducting membranes for
fuel cells (FC). FCs are well known as a promisaitgrnative power sources due to their high
efficiency of energy conversion and low pollutamigsion [1]. Conductive channels in the similar
polymer membranes are usually formed via the mltasp separation of the hydrophobic and
hydrophilic regions as in Nafion, or via loadingaofarge amount of the conductive component (about
5 molecules of the filler per monomer unit) as alypenzimidazoles.

In this paper the conductive channels are proptséam using crazing mechanism, i.e. in the
process of uniaxial stretching of polymer filmsthe liquid medium. It is known [2] that solvent-
crazing allows to create a system of highly dispeisterpenetrating pores in the solid amorphouws an
semi-crystalline polymers, as well as filling thelymer matrices by substances of different nature,
including thermodynamically incompatible with it étal, oxides, salts, etc.).

The aim of this work is the development of an applofor the preparation of proton-
conducting membranes based on high density poligthy(HDPE) and phosphoric acid (PA) using a
process of solvent-crazing.

[I. RESULTS AND DISCUSSION

The matrices characterized by the open nanoportustiee were obtained on a base of the
commercial film of high density polyethylene (M2x1C, degree of crystallinity 70%, /E=130C,
thickness 75um) via the mechanism of delocalized crazing [1].ohder to give HDPE the proton
conductivity, porous films were saturated by 85%utson of PA. These materials possessed relatively
high proton conductivity of about 1xf@®/cm (Fig. 1, curve 2), but they were not stalvlerdgime due
to the exudation of a hydrophilic acid at the scefaf hydrophobic HDPE.

To prevent migration of the proton-conducting commub and to increase the stability of
membranes, the phase of silica that is formed adpydic backbone was synthesized within the
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polymer films. Hyperbranched polyethoxysiloxane B@S (M,=3x10f, density 1.17 g/cfh viscosity
18.8 cP, effective diameter of molecule 2-5 nm) waed as the precursor of SICHPEOS was
introduced into the polymer matrix via crazing dhen it was transformed into silicon dioxide difgct

in the pores’ volume by hydrolytic condensationgass (catalyst — 10% water solution of HCI). The
obtained silica-containing composite was loadedhvabncentrated PA at the room temperature.
Although in this case the content of acid in thembeanes did not exceed the 10 wt%, it is allowed to
receive materials with a comparable level of comgtitg (Fig. 1, curve 4) and significantly increase
their stability in time (the conductivity of the méranes after a year of their storage under room
conditions decreased by one order).

It should be noted that the level of conductivifyl6™ S/cm is insufficient to obtain a proton-
conducting membrane characterized by good perfazmalo increase the acid content, the polymer-
silica composites were heated at 160°C7Qvhich is above the melting point of the polymmatrix, in
the environment of PA during 0.5-2 hrs. After siamih thermal treatment, the content of acid in the
samples was found to greatly rise and the amoutAoincreased linearly with the growth of SiO
content as shown in Fig. 2.

By scanning electron microscopy, it was found thatsurface of a composite was coated with
islands of polyethylene film thickness ofun after the heat treatment (Fig. 3a). Moreover, snaip
the distribution of elements (C, Si and P), obtdibg energy dispersion spectrometry, showed that
carbon as part of a polymer was concentrated osufface of a sample (Figs. 3b,d), silicon as pfrt
silica and phosphorus as part of acid almost umifprdistributed over the whole volume (Fig. 3e).
One can assume that a polymer melts and migrabes fne bulk of the composite at the surface
during the heating. Simultaneously, PA, which idlwempatible with SiQ, flows into a volume of a
composite and fills the formed voids.
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Figure 1 — Dependence of the conductivity of sasiple Figure 2 — Dependence of the amount of introduced
from frequency: (1) initial porous HDPE film, (2) acid from the content of SiGn the composite
HDPE-HPQO,, (3) HDPE-SIQ, (4) HDPE-SIQ-
HsPQ,, (5) HDPE-SiIQ-H3PO, after heat treatment

The obtained materials HDPE-SHBI;PO, were tested in a membrane-electrode assembly a:
proton-conducting membranes. Hydrogen as a fuel @ndas an oxidant were supplied without
excessive pressure and without humidification. dtsviound that these membranes at’C6bave a
conductivity of about 3xI®S/cm and the performance of 0.4 V at current dggi0.4 A/cnf.

[1l. CONCLUSION

Thus, the proton-conducting membranes based omasbntaining polyethylene and
phosphoric acid can compete with commercial memdzamhe combination of sufficiently good
electrical conductivity, performance, mechanicabparties at a relatively low price makes these
materials economically attractive.
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Figure 3 — SEM-micrographs of HDPE-StM;PO, after heat treatment.
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FULLERENE-BASED SYSTEMS AS COMPONENTS
OF NANOELECTRONIC DEVICES

M. Britch', K. Dobregd, L. Krasovskaya
! Heat and Mass Transfer InstitutldASB Minsk Belarus
2 Belarusian State Technological Universitinsk Belarus

Abstract—The electric conduction of a single fullerene @cole and chains of fullerenes placed between two
metal electrodes was simulated. The electric ctmas calculated as a function of the bias voltagjag the
Landauer approach, which connects charge transpitiit the transmission of electrons. To obtain the
transmission function, the supplementary problerthefelectron tunneling coupled with its scattetiiyghe
fullerenes was solved. It has been shown that tiheiat - voltage characteristics of such structeses have
negative-conductance regions that makes it possiblese them as active components of nanoelectronic
devices. As an example, the operation of the asoillincluding the single fullerene-based compores
been demonstrated. The interpretation of the phenomhas been discussed.

The current—voltage characteristics of systemaudinb fullerenes (the single fullerene molecule
or small clusters of fullerenes placed in a gapvbeh two metal electrodes), as it has been showr
in [1], have negative-conductance regions. Thisesakpossible to use them as active components for
nanoelectronic devices.

We extend this study to consider similar problemctwains of fullerenes and the influence of the
electrode material on the phenomenon. Distanceselet fullerenes and between a fullerene and an
electrode surface were taken to be equal to 0.3nmch approximately corresponds to configurations
stabilized by week van der Waals interactions. Tiaecular dynamics simulation confirms the
stability of such chains. Due to polarization ofdtenes, the stability of the chains increasesn\dre
electric field is applied.

The electric current as a function of the bias agdt was calculated using the Landauer
approach, which connects charge transport withrresmission of electrons [2]:

| =(a/h) [T(E) fo(E - 14) — fo(E - t2)]dE, @)

—00

where fo(E) = (exp(E/ kgT) +1) L is Fermi functiony; andp, are the electrochemical potentials of

the electrodesyuf —u1) = —qV, q is the absolute value of the electron’s chaxgis, the bias voltage.

A gap between electrodes is considered as a tungniedirrier that separates two reservoirs of elastro
on each side of it, at different electrochemicdkptialsy; andu,. To obtain the transmission function
T(E), a supplementary problem of the electron tunnetimigpled with its scattering by the fullerenes
was considered based on the solution of Schrodieestion with appropriate Hamiltonian [1].

The results of calculations show that in all theesathe current—voltage characteristics demonstrate
nonmonotonic behavior and exhibit sharp jump ofexnirfollowed by a region of negative differential
resistance (Figs. 1 and 2).

The reason of such a behavior is that the trangmigsnctionT (E) has a peak, the position of
which correlates with the energy level of the frdlee, working as a quantum dot (the resonance
phenomenon). WheN is increased, the peak in tli€E) is shifted to the lower values of energy
because of the lowering of the resonance energy imvaccordance with the lowering of the potential
at the center of fullerene. The sharp jump(\) occurs when the peak 6{E) enters the “window” of
the electron’s energy with nonzero contributionttie total current (as follows from formula (1)).
Further increase of leads to the decrease of the peak(f), because it shifts to the more low values
of energy of the electron, and hence to the lovibabdity for tunneling. That leads to the decreise
with the increase iN.

In a case of fullerene chains this region is stittethe higher values of the bias voltage when
a chain length is increased.
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Due to the specific current—voltage characteristiegealed, the fullerene-based systems,
similar to the tunnel diode, can be used as actveponents for electronic devices.
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Figure 1 — Current—voltage characteristics corradpg to the different materials
of the electrodes: (1) caesium, (2) magnesiumctiBymium.
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Figure 2 — (1) to (4): current—voltage charactergstorresponding
to the fullerene chains consisting of 1 to 4 molesu
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FEATURES CRATER MORPHOLOGY AFTER THE ACTION
OF LASER RADIATION ON THE METAL SURFACE

P. KuznetsoyV. Feodorov
Tambov State UniversitiRussian
Abstract— Used plates of the alloy Fe-Si. Specimens irraujdby a laser source. When a pulse of radiation
during at the surface formed crater with wavy-liledief. The appearance of a periodic wavy relieftoa

surface of the crater is connected, and thermdaaphenomena that arise from the dependence &csur
tension on temperature.

|. INTRODUCTION

Laser treatment of various details of metal commarded in the industry (welding, cutting,
and surface marking, etc.). For example, in lasarkmg process of stainless steel, the corrugated
surface of the workpiece becomes. Reduction suut siirface defect is not yet unsolved problem.
The aim of this work was to study the morphologgttees of the surface characteristics of steel 30x1
when exposed by laser radiation of varying intgnsit

[I. EXPERIMENTAL TECHNIQUE

We used stainless steel plate 40X13 [1] with tmeedlisions 30x15x0,9 mm [2]. Samples were
irradiated with a laser with an active element &G/Nd (1,064 mkm) (free generation). The pulse
energy and time influence is 3 £ 0,1 J and 3 mspeetively. The study was carried out using
noncontact optical profilometer Wyko NT 9080 (BrukeXS, USA). All experiments were performed
at room temperature with a mixture of target blayambient air and argon (flow rate of 5 I/min.)
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Figure 1 — Form caustics for different energietheffocused laser beat=3 ms).

Calculation of power density) produced by the formula:

1=Y,
1S
whereW — energy per pulse,— time of exposure arfl— the area of the beam spot on the surface (the

shape — a circle).
To vary the power density without changing the esxpe time and energy radiation used

caustic spatial laser beam (Fig. 1) by movememigishich the radius incident beam solely changes,
and hence power density (intensity) of the incidasér radiation. We used a caustic for energy 3 J.
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[ll. RESULTS

The results are presented in Fig. 2. It is seenltharradiating the surface with an intensity of
1,30-18 W-cm? (Fig. 2a) occurs slight melting. Besides, wavielitelief not appears, that intensity
may be regarded as a threshold for the formatioanoivavy-like relief, while the crater diameter is
0,72 mm. When driving along the caustic (in theediion of reducing the diameter of the laser beam),
with an increase in intensity is increased degifefision surface with simultaneous formation of a
wavy-like relief, which is formed as a result oktocapillary instability [2, 5]. Increased inteysi
above ~ 3,30-P0W-cm? leads to decrease amplitude of wavy-like reliefcenter by intensive
removal of material target (though increase indépth of the crater) at burning iron [2] and actianh
vapors impact.

As one of characteristics of morphology of the eratas the degree of curvature surface on
which can be qualitatively traced measure recdegat$é of oxidation products at the surface of the
molten iron during combustion. The degree of cumabf the surface varies with increasing power
density. Practically all the craters (except Fig. @hd b) the surface has a convex shape. At low
intensities has a flat horizontal surface form (F2g@), high - conical shape (Fig. 2g). It is also
associated with the growing influence of the impafcbxidation products of the combustion of the
metal.

Since, in this case, is the instability of thernmbiary convection [4], the other as a
characteristic parameter of the crater morphologg patial instability growth rate. This parameter
allows us to characterize the degree of manifestadi this instability, depending on the laser powe
density (Fig. 3).
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Figure 2 — View of the crater after laser irradiativith different power density on the surfacetafrdess steel:
a) 1,30- 16 W-cm? b) 1,70- 10W-cm?; ¢) 2,64- 1OW-cm? d) 3,37- 1OW-cm?
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Figure 3 — The dependence of the spatial growthahthe power density of laser radiation

As can be seen from Fig. 3 in the range of intessitf < ~ 3- 10W-cm spatial growth rate is
nearly constant, with a small excess of the spatiintensity of a sharp increase in the spatialvigro
rate to ~ 0,03 /M. Growth spatial increment occurs mainly at theigieary of the crater which yet
forming a wavy-like relief (Fig. 2g). Growth spdtiacrement, probably, by occurs due to an increase
of mass transfer from the central portion to thepberal crater under the pressure by combustion
products at a target laser irradiation.

I\VV. CONCLUSION

Thus, at low intensities (1,30-1W cni?) forming the wave-like relief occurs. Abrupt grdwt
increment associated with increased mass tran§fercentral crater in the peripheral portion by the
pressure of the vapor impulse. Thus there is ar&se in the depth of the crater, as well as thagd
of curvature of the convex shape on a plane indline
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VISUALIZATION OF THE INTERACTION
OF NANOPARTICLES WITH BIOLOGICAL CELLS BY AFM

E. Drozd', M. Sudas, A. Salem, S Chizhik
'Heat and Mass Transfer Institute of NASBelarus dklilelarus
“Belarusian National Technical University, Minsk,|&es

Abstract — In the last decade, the interest to the interaaifamanoparticles with biological cells is incredse
The most promising and little studied area of namtigles application is medicine. Due to the unique
properties nanoparticles of silver, zinc, coppet athers are used against certain viruses, fotréament of
burns, destruction of tumor cells, as a part ofdhegs delivering system to some organ. It is kndhat
nanoparticles can have an impact on the functistadé of the cells. One method that can be useddess
the state of the cells is an atomic force microgc@FM). ACM can not only visualize, but to asse¢ke
changes in the mechanical characteristics of thigectdhh There are many modern techniques for the
visualization of biological microorganisms. Atonfarce microscopy was chosen because it allows gou t
get a true three-dimensional surface topographydmesd not require complex sample preparation. Eurth
investigation using the dynamic mode AFM allowsotatain sample microtomography. This mode allows
you to automatically obtain a set of bundle AFM gea of the same area at different values of thd loa
applied to the scanning process. This study denmatest approach for visualizing the interaction of
nanoparticles with the cell and its internal stauetby micromechanical destructive impact.

|. INTRODUCTION

Due to the nanomaterial’s application in variousds of human activity it is necessary to
study the biological effects of various nanopagschnd nanomaterials, especially their action en th
human and animals organisms. The actual taskdetermine the degree of nanoparticles toxicity for
humans and, therefore, the potential risk of nartmbes and medicines on their basis. For the last
decade, the data about positive (therapeutic ¢féexct about negative (stimulation of various dissas
effects of metal nanoparticles on living organisans accumulated. One of the most popular objects of
investigation is silver nanoparticles. Mainly resdaworks are connected with the determination of
the antimicrobial activity of nanopatrticles [1 — 3he data on the effects of silver nanopartichss) (
at the higher organisms are not numerous. Invesiigaf nanosilver toxicity, showed that cell’s
vitality after interaction with Ag nanoparticlespinds on the cell’'s type, on nanoparticles sizd, an
their concentration [4].

The purpose of this work was to visualize the natiges on the cellular membrane surface.
This task can be solved by the method of atomicefanicroscopy (AFM). This method allows to
visualize the cell surface, and also to determeeway of interaction of nanoparticles with biokagi
cells: by means of linkng of nanoparticles withuaface of the cellular membrane or by means of
nanoparticles penetration into the cell — endodgtos

Il. MATERIALS AND METHODS

In this research we used the atomic force micrascdgT-206" ("MikroTestMashines"
Belarus). The CSC 38 probe («MicroMash») with thesature radius of 30 nm and console rigidity of
0.03 N/m was used in the static mode and the NS@rdlde with the curvature radius of 30 nm and
console rigidity of 3 N/m - in dynamic mode. Thgeatt of investigation is the culture cell line MDBK
(bovine kidney cells), and silver nitrate nanodes (AgNQ).

lll. RESULTS

Static mode of AFM allows to visualize the surfafecell membranes and can be used as a
control method of binding of the nanoparticles witle cell surface. The dynamic mode allows to
reveal the objects in case of their penetratiom itite cell. Figure shows the cell surface with
nanoparticles (Fig. 1a) scanning in contact mod# @ll's surface after the cells incubation with
nanoparticles (Fig. 1b).
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Figure 1 — AFM images of the surface area of theBH[zell:
a — nanoparticles on cell's membrane — scannirg a¢x5,4 um;
b — cell's membrane after the cells incubation wiimoparticles — scanning area 3,4x3,4 um

The investigations in dynamic mode were made atsdiféerent load (from 30 till 90 %).
The task was to visualize the internal structuréhefcell. It is established that when the loadaases
to 70 % of the microstructure of the cell membrenasible more distinctly (Fig. 2 c, d).
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Figure 2 — AFM images of the cell’s surface: a,dt40% load; ¢, d — at 70% load;
a, ¢ — topography of the cell surface, ¢, d — pleasgrast image; scanning areax3,3 um
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I\VV. CONCLUSIONS

Thus, it is established that it is possible to mkefa way of interaction of nanoparticles with
biological cells by atomic force microscope. Chauggihe load applied during the scanning proses it i
possible to obtain the images of the internal stmecof the cell.
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ELECTROCHEMICAL CODEPOSITION OF NANOSTRUCTURED
MATERIALS FOR HIGHLY RELIABLE SYSTEMS

Yu. Timoshkdy V. Kurmashe¥ V. Timoshkay A. Sakova
'Belarusian State University of Informatics and Redkctronics Minsk Belarus
Minsk Institute of ManagemerBelarus

Abstract — This paper describes one of the approaches It@ she problem of wear and friction of
mechanically moving and load carrying elements afronand nano dimensions. The electrochemical
electroplating technology of metals and alloys viftért hard nanoparticles is presented. Codepaositiodel

of nanocomposite plating is developed. The infleeat process parameters on the mechanical propettie
particle-reinforced coatings is described. The os@anocomposite materials to improve the mechénica
properties of micro and nano components in modeegrated systems is investigated. The outlookede
materials and technologies for advanced micro- rantbelectromechanical systems of high reliabilitgd a
their application is considered. A method for maeitiiring of holographic films with high runabilitgr roll-
to-roll technology is described.

|. INTRODUCTION

Micro and nanosystems have become the integral gfatiuman being. Such modern complex
advanced systems and their production technolagigsire new types of material to be developed.
These materials should be structured by shape rapeies in nano and micro scale for fulfillmefit o
requirements and further incorporation into theeys.

One of the approaches to solve the problem of aedrfriction of mechanically moving and load
carrying elements of micro and nano dimensionsésuse of nanocomposite materials; in particular,
codeposited metal and alloy with inert hard nantigas by electrochemical or electroless processes.
The most exciting applications of plated nanostred materials are microelectromechanical systems
(MEMS), roll-to-roll and nanoimprint technologies.

II. NANOCOMPOSITEPLATING PROCESS

Nanocomposite coatings containing ultra-fine pa&tiavere plated. Soft magnetic (NiFe, CoFeP, CoP)
and hard magnetic (CoNiP, CoW, CoP) alloys as wasliconductive matrixes of Cu and Ni were

investigated. The thickness of the investigatedbditp was up to 200 um. Concentration of ultra-fine
particles was varied from 0 to 10 gedn(dry substance). Diamond, alumina and aluminium
monohydrate ultra-fine particles and boron nitridecroparticles were used. Average size of

nanodiamond particles was 7 nm, alumina — 47 namiglium monohydrate - 20 nm and boron nitride

— 1 pm. Codeposition process was carried out irelbetrolytic cell of flow type (Fig. 1).

Motor

| Anode

Suspension flow

| — Bath

Cathode

Figure 1 — Electrolytic cell for codeposition prese
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[Il. CODEPOSITIONMODEL OFNANOCOMPOSITEPLATING

During the electrolytic codepositi, the suspended inert partislenteract with the surface
the growing film due to hydrodynan, molecular and electrostatic forc[1]. This complex process
results in the formation of composite coati.

Based on the experimental de2], the qualitative codeposition model of tlcomposite
coatings with the ultréine particles was sugges. The peculiarities of the ult-fine particles
behavior are considered in the m« The model worked out is based on the assumptior
codeposition of ultrdine particles proceeds throuthe following stages:

Coagulation of ultrdine particles in plating solutic;

Formation of quasstable aggregates and therefore change of systgardion constitutic;
Transport of the aggregates to the cathode subacenvectio, migration and ditusion;
Disintegration of the aggregates in the -cathode surface;

Weak adsorption of ult-fine particles and aggregate fragments onto theodat surfac;
Strong adsorption of dispersion fractiembedment).

Behavior of dispersed systems is describy DLVO theory.Stability or coagulation rate «
suspensions depends on sign and magnitude of byertantial energy of interaction between
particles.Structural investigations confirm proposed modeheferogeneous nanocomposite coa
formation. Crossections show that ull-fine particles are effectively incorporated intee tmeal
matrix (Fig.2).These nanopatrticles are distributed in the mawixme uniforml. Small fragments of
aggregates and separate nanoparticles form heteroge structre of nanocomposi.

oahkwnNE

Figure 2 -SEM cross sectional images of-Al,0; nanocomposite filn(a, b),
AFM surface image of Ni-nanodiamond (c)
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IV. NANOCOMPOSITES FOFHIGHLY RELIABLE APPLICATIONS

Micro and nanosystems are the compl«devices that combine into one sel, electronic, and
mechanical partsMechanical interaction between ni-, micro-, and macro world is the limitin
factor for such a complex syst. Three dimensional moveable structures should begiated ir
micro andnanosystems from design and technology persp. Moreove, in general reliability of the
systems is determined by the reliability of the heatcal pal.

Friction, wear and corrosion are the key problems for MEM& weal mechanically moveak
elementsCodeposition processes allow getting nanocompestiments with high operate reliabi:
wear resistance increased H225 times, microhardness increased tm#s, coefficient of friction and
corrosion current were reduced facl.5 and 1.6 respectivelipeveloped technologies were testec
prototypes of the electromagnetic and pneumaticomotors(Fig. 3).

2@48082 28KY X180 388um
AN

Figure 3 — Nanocomposite MEMS elements

Codeposition of thin composite coatings to imprtwetribological properties of the contacti
surfaces during roll-toell processing and nanoimprint lithograp(NIL) is one of the most effective
ways to achieve higher performance characteristicglevices. Another way is fully composit
electrochemical foils with the o-side matrix profile to enhance the runability ofrkiag holographic
matrixes.

Working nanocomposite nickel matrix was devel, as well as composite chromit
protective coating depted with nanodiamond particles on top of purdeienatrix(Fig. 4).
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Figure 4- AFM images of test nanocomposite samples of c:
a — pure Ni, b Ni with Al,Os, ¢ — Ni with diamond particles, dNi with aluminum monohydra
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Test results show the increase of holographic wegrrunability on 60-400% with improved
printed image quality.

Application of composite materials in NIL and radoll process is the right way to solve
issues and improve reliability of templates and hiechnology at all.

V. CONCLUSION

This paper describes positive consequences ofdumttmn of the nanocomposites in the
advanced technologies. Application of nanocompssite MEMS, NEMS, NIL and roll-to-roll
technologies makes it possible to improve quality eeliability of these processes and end products.
Nanocomposite technology may be integrated in thistesns technology by replacement of
homogeneous pure materials by heterogeneous naposdes. This allows to improve set of physical
mechanical properties, such as wear resistanceohaicness, corrosion resistance and friction
coefficient. Nanocrystalline structure of nanocosifes enables to resolve sub-100nm features in
MEMS, NEMS, NIL, and other advanced applications.
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SIMULATION OF IMPACT IONIZATION PROCESS
IN DEEP SUBMICRON N-CHANNEL MOSFETS

V. Borzdoy, A. Borzdoy D. SperanskyD. Pozdnyaka
Belarusian State Univers, Minsk Belarus
Abstract— The ensemble Monte Carlo simulation of deep sutpnigilicon MOSFET witt50 nm channel

length is performedThe effective threshold energy of impact ionizatiprocess in the MOSFET
calculated in the framework of Keldysh mc.

|. INTRODUCTION

It is known that in numerical simulations of integratectuwt elements with the reduction
their dimensionsparticularly deep submicron MOSFE, an account of impact ionization proces:
essential.The latter is caused by the fact that the ratengdaict onization in such elements can
comparable or even greater than the rates of a@ihesidered scattering processes as a result (
presence of high electric field strengfl, 2]. The main purpose of this study is the estimatio
effective threshal energy in deep submicron silico-channel MOSFET witl50 nm channel length in
the framework of Keldysh impact ionization mc.

[I. SMULATION MODEL AND RESULTS

The considered MOSFET structure is presented ir. 1. The MOSFET dimensions a
denoted in the same figur@ther parameters used in the simulation are tHewolg: gate oxide
thickness is 10 nmacceptor doping levels of the channel and substmteequal t5-16° m™ and
10** m™, donor doping level of the source and drain regisrequi to 1% m™. The calculations are
performed for the temperatuT = 300 K.

(Gate

Source

36 nm

100 nm

I
50 nm ! 50 nm ! 50 nm

Substrate electrode

Figure 1 -The cros-section of the simulated siliconaftannel MOSFE

Electron transport simulation in silicon conductioend is performed in the framework of -
effective mass approximation and inclucX andL valleys with account of nonparabolicity of t
dispersion relationElectron scattering processes are intray and intervalley phonon scatter,
ionized impurity scatteringglasmon scattering and impact ionization pro{1-4]. Hole transport in
valence band is simulated in the effective masgcqmpation in heav, light and split-off bands.
Scattering mechasms for holes are phonon and ionized impurity tecaigs. Nonparabolicity and
anisotropy are taken into accol5-7]. The electrostatic potential and electric field st are founc
via the solution of a corresponding t-dimensional Poisson equaticwhich is self-consistently
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incorporated into the Monte Carlo transport simal. Source,drain and substrate electrodes
modeled as ideal ohmic contacts and metal gaigpisased to be alumint.

To calculate the effective threshold energy of iotgionization process in the-channel
MOSFET the process was included into M-Carlo simulation as additional scattering mecha.
In the framework of Keldysh impact ionization modiesl scattering rat\W,(E) is expressed by so-
called Keldysh formula wit given threshold enercE, [8]

2

E —_

W, (E) = AW, ( En)( E‘“j , @)
By

whereE is electron energy is a fitting parametei\pn(Ern) is the total electrc-phonon scattering rate

at the energy equal . Thus the model has two fitting parametA and Ey, with Ey, = 1.2 eV for

"soft" andEn= 1.8eV for "hard" thresholc.

The effect of impact ionization process on someattaristics of a deep submicron MOSF
for both "soft" and "hard" threshold models wasdgtt, particularly, in[9] but holes were treated in
guasiequilibrium approximatio. In present simulation we used a "soft" threshold deh
with A = 0.38 [10].

The dependence of the effective threshold enEet versus the drain voltacVp for several
gate biase¥/ for the simulated MOSFET are presented ir. 2. As it can be se, it is possible to
conclude that the effective threshold voltage heerly linear dependence on the drain voltage fte
biases in the range from 11g1 V. The dependence can be apimated a

E,q =0,22V,+ 0,98 [eV] @)

At rather high drain biase(Vp > 3 V) when high electric field> 510" V/m) exists in the
transistor channethe effective threshold energy for "soft" thresholddel saturates at approximat
1,7 eV [9]. The obtained results are in a reasonable agreewiéimtthe results of11] where the
effective threshold energy was calculated in bulkca for uniform electric field with th
strength of 810" V/m.

1,0 1,5 2,0 2.5 3.0
Vip V

Figure 2 -The effective threshold energy in tchannel of the MOSFE

[1l. CONCLUSION

In this paper the effective threshold energy of actgonization process in deep submicr-
channel MOSFET was calculated in the framework eldiish "soft" threshold moc. The results of
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the simulation show the possibility of the use oéditting parameteA in the description of impact
ionization process. Threshold energwipriory known and can be approximated by linear dependence
versus the drain voltage.
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CONCEPT OF NEW COMPACT MODEL
OF DEEP-SUBMICRON MOSFET

V. NelayeyTran Tuan Trung
Belarusian State University of Informatics and Ratectronics Minsk Belarus

Abstract— Concept of new compact model for the simulatérdeep submicron (DSM), nanometer-scale
MOFFET transistor characteristics is presented. pr@posed model is based on the use of traditional
“compact” submicron MOSFET device model. Parametdrthis model are verified by means of fitting
procedure to results obtained by use exact physicatlels taking into account quantum effects
accompanying charge carriers transfer in DSM MOSFET

|. INTRODUCTION

In microelectronic today, difficulties of integraltecircuit and technology design are rising;
integrated circuit complexity is increasing; dieas are also getting larger in order to incorpoitate
increasing of functionality... Integrated circuit dgsin micro- and nanoelectronics is based on the
solution of complex problem of charge carriers s@ort simulation in the device structure. The
problem is becoming even more acute in design epdribmicron (DSM), below 0.13 um, where
guantum-mechanical effects and accompanying leagagents have to be taking into account.

Obviously, how consistently the physical effectsvéhadescribed in a certain model will
determine how adequate the object/process simnlatisults will be compared to their real behavior.
But the more exact the physical model is, the nstniet mathematical methods (mostly numerical) are
used for its implementation, and the more soplastit and bulky computer facilities will be required
for calculation.

There is a well-proved approach in microelectroniocsreduce the necessary computing
resources without the need to sacrifice the esdesimulation accuracy, especially SPICE-like
package. The essence of this approach is in reyglaexact physical models by so-called compact
models [1]. The basic feature of the compact moaedusually, is the use of polynomials instead of
integral-differential equations, describing the qasses under study. The coefficients of the
polynomial series are “extracted” using the respesiwgface methodology, RSM from a limited
amount of computer calculations based on the gxagsical models or from full-scale experiments,
employing specific “design of experiments” (DOE hwdology [2]).

In this work authors propose an approach for cateut the |-V characteristics of deep
submicron, nanometer MOS transistors, based oroligeneralized compact model. The proposed
new compact model was proved by using the Silvaakgge [3], intended for technology and device
design of microelectronic products.

[I. COMPACT MODEL FOR DEEP SUBMICROMOS-FET.METHODOLOGY

The problem of parameter extraction of device n®dsled in program complex Silvaco, can
be reduced to the task of the conditional optinratThat procedure is in seeking of the minimum
extent of discrepancy between the result calculatgld exact physical model and compact model
approach, where the model parameters appear apphepriate factors.

The physical models of semiconductor devices aserdeed by system of equations (1), which
link the electrostatic potentigtwith the carriers density

div(ely) =-p,

E=0y,

on_1., -

a_?:ad'vumen—Rn, - @)
op _ 1, =

E—ad|V(Jp)+Gp_Rp,
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To determine carrier density, the charge transpquations are use. The simplest charge
transfer model for the calculation of I-V deviceachcteristics is the drift-diffusion (DD) model,
described by drift-diffusion equations (2):

()

Gy

Jn = ANeyEn +aDy0N
o = aptpEp —aDpp |

Until recently, the drift-diffusion model was adede for nearly all devices that were
technologically feasible. The drift-diffusion apgnmation, however, becomes less accurate for
smaller feature sizes. More advanced models takittgaccount quantum effects in deep submicron
devices are needed. Such models were developdut iframe of Silvaco package. They are Energy
Balance and Hydrodynamic models. Silvaco packag®plsms both drift-diffusion and advanced
transport models. Beside Silvaco models more addmeodels also support, which are accounting
for quantum effects, to supply simulation of narabscdevices, for example, Monte-Carlo
methodology.

Differences between results of simulation in Sitv&D model both Monte-Carlo calculations
and experiment in sub-micron (0.A/) and deep sub-micron (Outn) MOS transistor are shown in
Fig. 1 [4].

Ip, mA Ip.mA
6 -

Figure 1 — The dependencies drain current - draltage (b vs Vp) of MOS transistor
(a) 250 nm and (b) 100 nm channel length: soligpeament; dashed — Monte Carlo (MC) simulation;
dotted — Silvaco simulation result

In DD models the carrier mobility is the main faciofluenced on the transport process of the
charge carriers in the MOSFET structure. We prowvethe frame of the carrier mobility Darwish
model [5] that only some parameters of the camebility model affect on the |-V characteristics of
MOS structures stronger in comparison with otheé®sich parameters (so called “significant”
parameters) are calculated with use screening iemeets by means of design of experiment
methodology [6]. Our results, presented in Figsi&yw a wide change of I-V characteristics MOSFET
(~ 3.5 times) while parameters of mobility Darwistodel are only varied 20% from their default
values. That fact illustrates the possibility obpose compact model to describe |-V features of deep
submicron MOS transistor.
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Figure 2 — |-V characteristics of 100nm MOSFET witltrious combinations
of parameters from Darwish mobility model

[1l. CONCLUSION

Concept of new compact model for simulation of desgpmicron MOS |-V characteristics is
described. The methodology is based on traditimealogy of compact models. The new model could
apply into all device simulation frameworks whicftlude traditional drift-diffusion model of charge
carriers for DSM-device simulation.
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THE NEGATIVE DIFFERENTIAL RESISTANCE IN FERROMAGNET /
WIDE-GAP SEMICONDUCTOR/ FERROMAGNET NANOSTRUCTURE

T. Sidorova A. Danilyuk
Belarusian State University of Informatics and RetectronicsMinsk Belarus

Abstract — The model of charge carrier transport in ferromagvide-gap semiconductor/ ferromagnet
nanostructure based on two-band Franc-Keine moddl ghase function method was proposed. It is
calculated, that tunneling barrier, formed by th@leagap semiconductor band-gap, does not represent
potential step, but the energy band-gap. Their uppeder is the bottom of the conduction badkd and the
bottom part is top of the valence babd Inside this zone wave vector of the electronnismaaginary value.
According to the dispersion law states locatecherhidgap sustain the largest attenuation. Thahiswhen

the Fermi level of the analyzed structure lieshi@ bottom part of the band-gap, bias voltagehifts levels

of the tunneling electrons to the low barrier afBais shifting is a reason of the tunneling curnettuction
and leads to the negative differential resistarffecie It is shown that areas of the negative défdial
resistance effect appears at the current-voltage tependence in case@f> Er. Here areas of negative
differential resistance should be expected at timge values bigger than Fermi energy value otthéting
electrode for the electrons zone with the spin-up.

|. INTRODUCTION

Ferromagnet /wide-gap semiconductor/ ferromagnetostauctures attract a great interest
during the last decade regarding their prospectsriEating information-processing devices, inclgdin
spintronic devices. Previously, the tunneling magresistance (TMR) in such nanostructures was
calculated generally using one-band insulator model

In this article the charge carrier transport mddehe ferromagnet / wide-gap semiconductor/
feromagnet based on two-band Franc-Keine modelpdnade function model is proposed [1]. It is
taken into account, than tunneling barrier with width d, which was founded by the band gap, does
not represent potential step, but the energy bapd-Bheir upper border is the bottom of the
conduction bandtc, and the bottom part is top of the valence bapdnside this area the wave vector
of the electron is an imaginary value. Accordingie Franc-Keine law it is defined as [2]

-2m (E-E)E-B) - L)

k2
Z  h? E,

where k;, k, — are wave vector components which are perperaticahd parallel to the barrier,
correspondinglyE — is a full electron energyry — the electron effective madsg - is the band-gap
width.

The current value is calculated taking into accoatlnet transverse component of the tuning
electron energy based on the transport equation:

(m'm)E

1(v) = 27na TdE[ f(B)- f(EV)] [dE,P(E.E,.V), (2

h3
whereE, — is an electron energy component which is pdralléhe tunneling barrier surfac®,andm
— are the electron effective masses in electroderathe wide-gap semiconductor correspondingly,
— is an electron chargé, — is the Planck constarii,(E), fS(E) — are the Fermi-Dirac distribution
functions for left and right electrodd¥(E, E;, V) — tunnel transparency of the barrier.

[I. MODEL

To find the transmission coefficients we develom@del on the basis of phase functions. The
model accounts for the barrier parameters, the énfagce potential and allows include the potential
relief at the interfaces and in the volume of thdeagap semiconductor. The main feature of the@has
function is possibility to obtain the transmissicoefficients. For In the phase function method not
a wave function, but only its changes as a regylbtential actions are calculated.
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To evaluate the spin dependent transmission caaitieve solve the Schrodinger equation for
each spin component:
n? 9%  hk}
{_ oml 92 F+Uy—ho-aV(2)-aé(2) +VSC(Z)}//U(Z) =Ey,(2),
m, 0z 2m, 3)
wherezis a coordinate of the tunneling directian:- is the spin index (spin —up and spin-dow);,—
is the scattering potential. Effective potentiathis case is equal to:

Uy = (2 172U, 1 ~qM2) ~ag(2) £V, (D). (4)

The tunneling transmission coefficient is:

T, = ex;{ki]iueﬁ(z)[ba(z) cos@k 7) -a,(2)sin(2 kgz)]dz},

(5)
wherea, andb, functions are defined by the equations based ettase function method:
43,(2) _Yer@1_inoi 5 - 20, +(a2 -b2)sin@k 2) - 23 b, cosek, 2],
dz 2k, 6)
% - U;flf((z)[cosekgz) +2a, + (a2 —b?)cosek 2) - 2a,b, sin@k, 7). @)

Using system of equations (2), (5), (6), (7) curenltage characteristics are calculated in
dependence from position of Fermi level. We congidehe cases when Fermi level of nanostructure
is located close to valence band maximum or comgluctand minimum.

[Il. RESULTS AND DISCUSSIONS

The dependence of tunneling current on the voltag#ied to the transition for the case when
Er is located above the midgap is expected to be taitally increasing function (Fig.1). But when
Er is situated below the midgap an additional camabugh the valence band of the wide-gap
semiconductor can appear. Current density of thi@ wenal monotonically increases (Fig.1). Current
density of the additional canal (Fig.2) for the kgxb voltage of 0.1 V...3 V increases monotonically,
but at the further increasing of the applied vadtag to the 5 V the maximum appears, after whieh th
tunneling current decreases. It means that th@megji the negative differential resistance is fodme
The smaller is the thickness of the wide-gap sendootord, the larger is effect of the negative
differential resistance.
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Figure 1 — Current —voltage characteristic Figure 2 — Current —voltage characteristic
of the main canal in dependence of the thickness of the additional canal in dependence
of the wide-gap semiconductor for the case wiken of the Fermi level position, for the case wiign
is situated below the midgap. is situated below the midgap
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Thereby when Fermi leveEr of the nanostructure is situated below the midgapthe
dependence of the tunneling current from the agpliéor the case wheqV > Er, the regions of the
negative differential resistance appear, that @aexplained by the appearance of the additionallcan
of the charge carrier transport through the valdrao®l. [2]. According to the dispersion law (1)asa
located in the midgap sustain the largest atteonah the barrier. Therefore if Fermi level of the
observed nanostructure is located near the botfoiimecband-gap the bias voltageshifts the levels
of the tunneling electrons to the area of the lobaarier transparence. This shifting is a reasothef
tunneling current decrease, which is the reasdheoéffect of the negative differential conducipvit

The tunneling magnetoresistance of the ferromaguete-gap semiconductor/ ferromagnet
nanostructures taking into account the appearahteeadditional canal of the transport through the
valence band of the wide-gap semiconductor wasulzdkd. TMR of the main canal monotonically
decrease from 0.15 up to 0.3 (Fig.3), but for tkittonal canal TMR changes insignificantly (Fig. 4

0.20 4 0.5+

—1=2nm —1=2nm
—2=2.5nm —2=15nm
= 3=1.5nm 0.44 —3=2.5nm
0.154
 0.34
3 5
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F 0.10- - ‘<::75i:
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0.0 g T T
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Figure 3: TMR of the main canal in dependence ef th Figure 4. TMR of the additional canal in
wide-gap semiconductor thickness for the case Vidaas dependence of the wide-gap semiconductor
situated above the midgap thickness for the case wheg s situated above the
midgap

For the wide-gap semiconductor thickness equal .fonh and 2.5 nm the TMR of the
additional canal is almost constant. For the intafiate thickness equal to 2 nm two extrema are
observed at the TMR curve of the additional caonalthie voltage bias equal to 1V (0.25) and 4V —
4.3V (0.1). These extrema can be explained wighatrailability of the maximum correlation between
minimal and maximal value on the current-voltagerelteristic in the region of the negative
differential resistance at this considered thicknes
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ELECTROCHEMICAL ALUMINA TECHNOLOGY
FOR HIGH-BRIGHTNESS LED APPLICATIONS

V. Soko| G. Litvinovich V. Yakovtseva

Belarusian State University of Informatics and Rediectronics Minsk Belarus
Abstract— High temperatures near light-emitting regiors @mmon for high-brightness LED systems. The
cooling problem for these devices can be solveg byleffective heat sink from the light-emittinggren to
the cooler environment. We propose the most effectieat sink for the high-brightness LED systems
fabricated on the anodized aluminum substrates: 30 um thick nanostructured alumina layer formgd b
the electrochemical alumina technology offers gadelctrical isolation and excellent thermal transfer
Copper conductors are applied to the alumina layef light-emitting diodes are mounted directly be t
surface. This approach allows the most importaat hesistance component, i.e. a dielectric sulesttatbe
excluded. As a result, the record low heat resistds reached and the heat sink is more efficigaf.the
electrochemical alumina technology allows the Is@zkt problems that were considered as an insurrabiet
obstacle to be solved.

|. INTRODUCTION

Recently light-emitting diodes (LED) progressivelgplace incandescent lamps. High
brightness and long life are characteristic of nmodeED illuminating equipment. Today leading
companies produce commercially LED lights. Theydfen application for street lighting, signaling
and transport illumination engineering. If takeointonsideration a spread of automated bonding
technologies, high-brightness LEDs fabricated Far surface mounting (surface-mountable devices —
SMD) are the most promising.

High temperatures near light-emitting regions avemmon for high-brightness LED systems.
Heating from external source including direct saysris added to the heat dissipated by high-
brightness LEDs themselves. As is well known, LEEdiation intensity falls sharply as temperature
increases and is halved when temperature incréasé8 — 90°C relative to the room temperature.
Saying by the language of solid-state physics,l@ @b nonradiative carrier recombination increases,
and Saying by the language of engineering, a aoeffi of efficiency decreases. In addition, high
temperature results in the LED quick degradationtilWecent times this problem was not solved in
full measure. Evident advantages of LED system&amparison with incandescent lamps force
producers to limit LED temperature requirementdai85¢C. However, real-life environment may be
much more severe. For example, if LED is placethenclosed passenger compartment and affectec
with direct sun rays, temperature near the lighitamg region may be as high as 100 — 120°

[I. RESULTS AND DISCUSSION

The LED cooling problem may be solved only by tfeaive heat sink from the light-emitting
region to the cooler environment. The substratezat is a key component of the power and thermal
management scheme. The current study focused oelébtrochemical alumina technology (ELAT)
for the substrate fabrication [1-2] to provide thest effective heat sink. The technology includes i
succession the following basic operations: (i) ahum surface finish, (ii) aluminum anodizationj)(ii
metal deposition, (iv) metal patterning, (v) LED umding.

The 30 — 50 pum thick dielectric alumina layers farened in the 10% aqueous solution of the
oxalic acid by the high-speed porous anodizatignaf2the constant current densities 100 — 150
mA/cn? at 20°C. In this case the anodization rate is1®-+m/min to allow the alumina layer of the
desired thickness to be grown for 5 — 10 min. Etgdtysical parameters of the alumina films
fabricated are: a breakdown voltage is more th&W,la heat resistance of the 50 um thick alumina
layer is 6.25- 18 m?- K/W.

One interesting characteristic of the ELAT techigglds the capability of forming solderable
conductors directly onto heat sinks thereby simpld the assembly of power systems. A 1.5 um thick
nickel layer is deposited chemically on the digiecalumina layer. Then the surface sensitizing is
performed in the 5% solution of SnGh 5% HCI for 2 min at the room temperature withtter
surface activation in 1% solution of Pd@h 5% HCI for 1 min at the room temperature. Ne¢ke
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activated substrate is cleaned and subjected t@ldotroless nickel plating in the agueous solution
consisted of boric acid (15 g/l), lactic acid (1),gcaustic soda (19 g/l), sodium hypophosphate
(20 g/l), nickel sulfate (25 g/l),and thiourea (@/1). The process temperature is 95°C, the dapasit
time is 10 min. the deposited film is heat treae@00°C for 1 hour.

A 30 pum thick conducting copper layer is formedta nickel surface by the electrochemical
deposition in the electrolyte consisted of coppéfase (210 g/l), sulfuric acid (75 g/l), ethyl alwol
(10 g/l), urotropin (0.2 g/l) at the current dep20 mA/cnf at 23°C.

Then the Ni-Cu metal layers are patterned by thevewotional photolithography to form
needed interconnection pattern. The layers areedtdayer-by-layer. Copper is etched in the
FeCk- 6H,0 solution, nickel is etched in the HN®,0 diluted solution.

At last, high-brightness LEDs are mounted direothythe substrate surface.

Fig. 1 shows a high-brightness LED system formedhenanodized aluminum heat sink. The
50 pum thick dielectric alumina layer is formed dre tflat aluminum surface, 30 um thick copper
metallization is formed at the anodized surfacel 40 LEDs (1 W power, 32 V supply voltage, and
1.5 A maximum current) were mounted.

For the successful application of anodic aluminmesgroblems should be solved. Among
them are: (i) an assurance of the alumina thertadilgy in the range from -60°C to +300°C taking
into account that the linear expansion coefficighaluminum is 4 times higher than that of alumina;
(i) removal of the pore influence on the breakdowaitage relative to the substrate, leakage cusrent
and insulation resistance; (iii) an assurance etitine stability of these parameters.

g

Figure 1 — High-brightness LED system on the arediluminum heat sink

To improve the thermal stability, a cyclic anodiaat regime is proposed. The voltage or
current in every next cycle is taken to be moréess by 10 — 20%. Such cycles should be more than
two. In the last cycle the voltage is set to be imaxn possible for the taken anodization conditions.
Time of every cycle should be more than 3 min. Aops alumina reconfiguration takes place at such
the anodization regime because it is well-known thanber of pores per the surface unit and pore
diameter is directly proportional to the anodizatioltage. So, when the voltage of the next cycle
increases or decreases relative to the previous,dye porous alumina reconfiguration happens and
any transition spongy layer arises. Number of dagéars is equal to number of cycles, resultinga t
thermal stability improvement. The anodization gsscshould be finished with the maximum possible
anodization voltage because of stresses at thersatuminum interface. A tension stress appears in
the alumina film while a compression stress app@arghe aluminum due to difference in the
coefficients of thermal expansion. Aluminum becomgdastically deformed near the
alumina/aluminum interface due to the dislocatiaovement from grain boundary into the aluminum
grain. By the way, so the structure of porous ahams independent of the aluminum grain size. The
elastically deformed aluminum zone appears elsg #fe plastically deformed aluminum zone. Width
of these zones is directly proportional to the digen of the alumina pores at the above interface.
Wider zones are, higher the thermal stability ofhaha is. Thus, the cyclic anodization regime aow
providing the desired alumina thermal resistanabdénabove-mentioned temperature range.
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There is no doubt that pores in the alumina layeukl be effectively filled with dielectric
either completely or partially to provide the tirsgbility of alumina parameters. To close pores, we
use the AIO; or SiG, vacuum deposition.

[1l. CONCLUSION

We offer the most effective heat sink for the higightness LED systems fabricated on the
anodized aluminum substrates. ELAT substrates sbo$ia highly thermally conductive aluminum
alloy substrate with the anodic aluminum oxide taglectrochemically grown on the aluminum core.
This anodized layer shows good electrical isolatibreakdown voltage no less than 1 kV) and
excellent thermal transfer.

Since no organic materials are used, there is goadation of properties during operation at
high temperatures. The completely inorganic coesibn results in substrate characteristics that
maintain their properties even at high continuopesrating temperatures.

One interesting characteristic of this technologythe capability of forming solderable
conductors directly onto heat sinks, thereby sifyiiplg the assembly of power systems. The 30 um
thick copper layer is deposited electrochemicaiijodhe anodized substrate. Because conductors cal
be applied directly to heat sinks, a wide rangei@uit configurations are possible.

Traditional methods of removing excess heat frommonents have centered on the use of heat
sinks with thermal grease or polymer pads to théyntannect the device to the heat sink. With the
ELAT substrates, the entire board becomes the dielatwith no extra hardware (clips, screws, etc)
required. In addition, copper conductors allow cirgire bonding from dice to the conductors. Se, th
electrochemical alumina technology allows the hsiak problems that were considered as an
insurmountable obstacle to be solved.
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DEVICE AND TECHNOLOGY SIMULATION
OF IGBT ON SOl STRUCTURE
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'Belarusian State University of Informatics and Redkctronics Minsk Belarus
’R&D Center “BelMicroSystems” of Joint Stock Compéamgegral” , Minsk Belarus

Abstract— Static and dynamics characteristics of the pd@®&T device at “Silicon-On-Insulate” structure
were simulated. Analysis of the characteristicsath structure in comparison with the IGBT at thikb
silicon are presented. Advantages of IGBT device@t are revealed.

|. INTRODUCTION

At present two base types of power electronics exapbrary devices are dominant: field
transistors (Metal Oxide Silicon Field Effect Trester, MOSFET) and bipolar transistors with the
isolated gate (Isolated Gate Bipolar TransistoBT as well as various integrated structures @ir th
basis. The numerous requirements to the powerrefectsystems (low losses during switches, small
voltage drop in the activated state, high resigtaincthe off-state, high efficiency, etc.) stimelat
researches for the new design structures, fabwitagichnologies, materials of the structural elemen
of such devices and layouts. IGBT due to its exoept functional features, combining the positive
properties of power field and bipolar transistassa widely applied power device and finds a wide
application in the devices of the electric thrusdl AC motors, induction heating systems, radiolagic
systems, power back-up sources, switching elem@etdecting of the IGBT structures is oriented at
enhancing the efficiency, limit commutating curseand voltages.

Il. TECHNOLOGY «SLICON—ON-INSULATOR»

The technology «Silicon—On-Insulator» (SOI) wadelated specifically to obtain the devices
of the high temperature electronics and applicatiaequiring resistance to influence of the hard
radioactive irradiation. In the structures “silicon-insulator” the working layer of silicon is seated
from the substrate by means of the dielectric tsujdayer of silicon oxide.

The SOI technology resolves a number of problemmgrging in the structures on the bulk silicon at
high temperatures. The essence of technology eneally in the complementary oxygen implantation
into the silicon substrate with formation of theeldictric layer of silicon oxide inside the
semiconductor.

The SOI structures are distinguished for their higghation resistance and enhanced reliability
at high temperatures. The short channel effectthénSOI devices can be suppressed by a mere
reduction of the silicon layer thickness. The wft the above threshold characteristic of the SOI
transistors is derived practically ideal. The hmymlity transistors are attained on the silicomél
8 nm thick.

For the SOI structures three methods of isolati@nused: local silicon oxidation (LOCOS),
isolation by means of shallow trenches (STI) andarisolation. The LOCOS - isolation is hard to
use with the design rules of less than 0,25 umtduke «bird’s beak», which limits the potentiagi
of obtaining the small area isolating regions. Bid-isolation is a relatively expensive process.

[ll. SMULATED STRUCTURE

Earlier there had been conducted researches detmiadestigation of the static and dynamic
IGBT features dependence on the technology parasnatananufacturing of IGBT structure in bulk
silicon. Thickness of the epitaxial layer of sudhusture was selected to be equal to 141 um, and
thickness of the'—collector layer — 17 um, as in work [1].

From the entire variety of the possible IGBT staues on SOI, described in the literature [2-6]
the IGBT structure was selected, represented iar&id, a.

The transistor base is essentially the silicon filmcated on the isolation material. IGBT may
possess any polarity: a bipolar transistor of thp-fype with n-MOS transistor or a bipolar transist
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of the npn-type with a p-MOS transistor. A greatamrent density in the IGBT structures is attaibgd
means of the formed n-well of the source, incrapgie base current of the bipolar transistor in TGB
The gates can control one or two channels of theSMi@nsistors. The vertical sizes of the n-type of
the drift area are augmented to enhance the cutesrsity without growth of the voltage drop valoe i
the n-drift region.

Simulation of the technology flow of the IGBT on B&ructure manufacturing was performed
using the SILVACO package [7] in compliance withethast trends in the IGBT on SOl
technology [8-9].
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The |-V features were obtained with the variougskhess values of the gatg (Figure 1, b).
The thickness was varied within the limits fromt8070 nm.

Thickness of the gate oxide exerts a significafitémce on the electric parameters of IGBT on
SOI. With reduction of the oxide thickness from d® down to 30 nm the bipolar transistor base
current is increased and, thus, the saturatiorentifralue of the collector is increased (fremd5 pA
to~ 175 pA). Meanwhile, the switch-on time for the both IGB{fuctures stays equal to 25 ns, and the
switch-off time rises from 55 ns fogx40 nm to the value of 75 ngk30 nm.

The calculated values of the switch-on and switdhdurations are by an order smaller (25 ns
and 75 ns for IGBT on SOI structure and 350 ns &Ad ns for the IGBT on the bulk silicon
respectively), Withal the current value of the eotbr (30 |A) is greater by an order than for the
vertical IGBT structure on the basis of the bulicen (4 pA).

V. CONCLUSION

Results of the technology design for the manufawguiof the bipolar transistor with the
isolated gate (IGBT) at the “Silicon On Insulatarid at the bulk silicon structures [10] are present
Comparisons of I-V features and dynamic charadtesigswitch-on and switch-off durations) for both
device constructions were carried out. on whoseshbagstimization was carried out of the design-
process parameters on an example of such a paramgtiickness of the gate oxide. It was shown,
that thickness of the gate oxide exerts a subsianfiuence on the IGBT electric parameters. With
reduction of the oxide thicknessxhfrom 40 nm down to 30 nm the base current of thpmlar
transistor increases and, thus, the saturatiorcuwalue of the collector rises (fromb5 pA to= 175
HA). Meanwhile, the switch-on time for the both IGBifuctures stays equal to 25 ns, and the switch-
off time is increased from from 55 ns fqi40 nm to the value of 75 ns fogh30 nm.
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RELATIVE HUMIDITY SENSORS BASED
ON FREE NANOSTRUCTURED AL ,0;MEMBRANES
WITH OPEN-ENDED PORES

D. Shimanovich
Belarusian State University of Informatics and Retectronics Minsk Belarus

Abstract — Volumetric-surface variants of vertical directiccapacitive MDM (metal-dielectric-metal)
structures based on high-ordered matrices of fremlia porous alumina membranes for applications in
relative humidity sensing elements were designdde improved humidity sensitivity (4 pF/%), reduced
response time and recovery time over a wide huwidinge were obtained due to preparing of 3Q+70
thickness nanostructured alumina membranes with-epeled and widened pores (up to 90 nm) without the
barrier layer. A special combined method compodeati@smooth slow voltage drop at the final stafjthe
two-stage anodization with the cathode polarizatind with the alumina chemical etching was devaldpe
thin and remove the barrier layer. Such the teagicdl approach allowed us to eliminate the effafct
electrolyte anions embedded in pore walls ofQAlmembranes for humidity sensing elements during the
adsorption and desorption processes.

|. INTRODUCTION

Nanostructured anodic porous alumina can be usad astive humidity sensing element in the
humidity sensors [1, 2] because the electrochenpicadess allows the capillary nanochannels to be
formed and their geometrical parameters (diametdrlangth) to be varied. Anodic porous alumina
membranes both with a dense alumina barrier layéheapore bottoms and without this layer with
open-ended pores [3] can be used as starting @ateridesign various humidity sensors. The
structural parameters determine sensitivity of panous alumina to the humidity variation. These
parameters are controlled by the electrolyte comiposand electrical and temperature formation
regimes. Conductive electrodes are possible tobadd either on one or both sides of the alumina
membranes resulting in the fabrication of vertioal horizontal (interdigitated) capacitive relative
humidity (RH) sensing structures.

[I. RESULTS AND DISCUSSION

The test sensing elements designed for the humsdihsors based on nanoporous alumina
membranes are the volumetric-surface variants paatve MDM (metal-dielectric-metal) structures
of the vertical direction (Fig. 1). To improve hudity sensitivity, reduce response time and recovery
time of the test sensing elements designed, wéreésanembranes based on the high-ordered matrices
of anodic nanoporous alumina with open-ended porg®ut the barrier layer.

(a) [ (b)]

Figure 1 — Design of volumetric-surface capacitieM test structures of humidity sensing elemerds: (
schematic explanation (@ pore diameter;,ds a pore opening after the metal films sputter{dyis a free
membrane based on anodic hanoporous alumina witheutarrier layer; (2) and (3) are bottom and top
permeable conducting plates not occluding poreaangs; (4) are open-ended pores); (b) image of test
structures (9x9, 8x8, 7x7 mm) (alumina membranekitess is 5@um; pore diameters are 70 nm; V electrodes
thickness is 100 nm); (c) image of a single elenf€rlates size is 5x5 mm)

Such membranes were formed by the two-stage etdetnoical anodization in the 5%€,0,
solution at the potentiostatic regime (45, 50, &dV) with the use of the barrier layer thinning
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method by the slow voltage drop to 5V at the finabdization stage combined with the cathode
polarization either in the OM H,C,O40r in the neutral 0.5M KCI solution at (-4) V fot 224, 27, 30,
and 35 min for the alumina thicknesses of 30, 40,80, and 7Qum correspondingly and with the
alumina chemical etching in 5% 3P0, for 5-45 min at 25-30 C. Such the technology allows
obtaining high uniformity of pore sizes (50-90 nrahd eliminating the effect of electrolyte
anions (&, OH, and GO,*) embedded in pore walls on the adsorption prosesse to the decrease
of the embedded anions concentration at the chéetidaing.

Humidity permeable counter electrodes from the lsadles of membranes formed by the metal
(V, Ti, Ta, Mo) films sputtering 50-200 nm in thiokss were used as the conducting electrodes of the
MDM structures. The metal films thicknesses wemshby the simulation to be not more than 34 d
to provide alumina matrices with open-ended pores.

Fig. 2 shows a dependence of sensing elementsitapacrelative humidity (RH) at the RH
increase from 10% to 90% and at the reverse RHedserto the recovery of initial values (Fig. 2 (a))
and also a comparative analysis of the effect ef dlumina structure parameters on the humidity
sensors capacity at the RH variation (Fig. 2 ()nimum values of the MDM nanostructures
capacity are shown to be 22-35 pF at RH ~10% anduaimto 370-390 pF at RH ~90%, i.e. the
sensitivity of the humidity sensors is more thapFper %. This indicates a high sensitivity index t
allow signal digitizing at the electronic signalnctitioning circuit. Moreover, as Fig. 2 (a) shows,
hysteresis value does not exceed 20 pF.
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Figure 2 — Dependences of sensing elements camacitative humidity: (a) alumina film thickness
is 50um; pore diameters are 70 nm; (b) a comparativeyaisabf the effect of the alumina structure pararset
on the humidity sensors capacity at the RH vanmatio

Fig. 3 (a) represents the comparative experimeratitles for the responsge{t and recovery
(tred time during the adsorption process at the RHease and the desorption process at the RH
decrease for the sensing element (7x7 mm) basedeoalumina free membrane ffh in thickness
and 70 nm in pore diameters. Fig. 3 (b) shows apewative analysis of kinetic dependences of
sensing elements capacity during two cycles foletBht membranes thicknesses (60, 50u#q).
Humidity permeable counter electrodes from the Isadks of membranes were formed by the Ti films
sputtering 150 nm in thickness and Mo films sputtgl20 nm in thickness correspondingly. Kinetic
testing procedures demonstrate that response tanes/are from 12 to 37 sec and recovery time data
are from 3 to 8 sec during the RH increase from 10%0, 50, 60, 70, 90% and the RH decrease from
30, 50, 60, 70, 90% to 10% correspondingly (Figa)3, and tsare 41, 36, 32 sec ang.tare 11, 9, 7
sec during the RH increase from 10 to 90% and thRedRcrease from 90 to 10% for different
membranes thicknesses correspondingly (Fig. 3 @)served recovery time values are much shorter
than response time data.
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Figure 3 — Kinetic dependences of sensing elentamacity during the adsorption and desorption [Eaes
(a) tesis during the RH increase from 10% to 30, 50,71),90%; & is during
the RH decrease from 30, 50, 60, 70, 90% to 10%er(ala free membrane thickness is 50,
pore diameters are 70 nm); (R} is during the RH increase (two cycles) from 10@86; t..
Is during the RH decrease (two cycles) from 90G% Xalumina free membranes thicknesses
are 40, 50, 6Qm; pore diameters are 70 nm)

[Il. CONCLUSION

Thus, the improved humidity sensitivity, reducedp@nse and recovery time over a wide
humidity range were obtained due to preparing aidguof alumina membranes of thicknesses from
30 to 70um without the barrier layer with open-ended andenmid pores from 50 to 90 nm in
diameters. Such technology allows to eliminateetfiect of electrolyte anions (Q OH, and GO,*)
embedded in pore walls on the adsorption and daésorprocesses in humidity sensing elements due
to the decrease of the embedded anions concentratithe chemical etching and to improve the

performance of humidity sensors.
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SCREENING DESIGN AND DEVICE/TECHNOLOGY
DEEP-SUBMICRON MOSFET SIMULATION

Tran Tuan TrungA. Borovik, V. Stempitsky
Belarusian State University of Informatics and Rediectronics Minsk Belarus

Abstract— The problem concerned to the verification of #ignificant parameters of the compact deep-
submicron MOS-FET model was investigated in thes@mged work. The screening experiments
methodology is used for the extraction of the digant parameters from the entire set of the model
parameters.

|. INTRODUCTION

Compact models intended for the simulation of theroelectronic devices features are the
most popular now. Correspondence to the real straichnd technological parameters is the main their
peculiarity. Compact models with their correspoigd8pice parameters are well developed today and
provide adequate results for the experimental satami(>0.13 pum) devices. However, for the deep
submicron (< 0.13 um) MOSFETSs ordinary compact rhbdsed on the drift-diffusion approximation
Is not suitable because they do not take into adcguantum confinement, ballistic or quasi-baltisti
transport, gate tunneling current, etc. Thus it besome necessary to develop a new compact mode
for deep submicron devices and related devices wiith adjustable parameters. The verification
process is based on the methods of optimizatigshg$ical parameters of the device models derived
from experimental data. Thus, the first stage d¥isg this problem is identification of the most
significant parameters of the model. Presented wedevoted to the solution of this problem using
screening computer experiment methodology.

[I. METHODOLOGIES AND RESULTS

Among main modern simulation means, Silvaco softwgackage is the modern and
convenient tool for the physically adequate tecbgpland device design in microelectronics. The
presented results were obtained with use moduleENA, technology simulation, ATLAS [1],
device simulation on the base of diffusion-drifpegximations intended for submicron MOSFET, and
QUANTUM, device simulation using various models daking into account quantum effects during
charge carriers transfer through the deep submubewite structure.

The problem of identify the most significant paraens of the transport model we solved using
screening designs methodology. Screening designe@mnomical experimental plans that focus on
determining the relative significance of many meiifects. If design has more than 5 factors, fraetio
factorial or Plackett-Burman designs are used kbeorto reduce the number of experiments. As
compared with fractional factor design, Placket+Ban (PB) design is more economical with the run
number a multiple of four. PB designs are verycgght screening designs when only main effects are
of interest [2]. The PB design in 36 runs, for eptanmay be used for an experiment containing up to
35 factors.

For screening experiments, all factors are varesvben up and low level [3]. Those levels are
chosen from desired consideration with concreteuesl Design of experiments describes the
combination of levels in experiments. Planning d¢bods of PB design are numbers of up and low
levels in the each column must be equal, and suprazfucts of the elements belonging to the same
experiment is equal to zero for any two columns.

After computer experiments were performed, resafts handled to measure effect of the
factors in responses. Main effect of a factor s difference in the response when this factor issat
up level as opposed to its low level.

The parameters of Darwish model was investigatatligmwork. Darwish model is physically-
based, semi-empirical, local model for transversletfdependent electron and hole mobility. The
model accounts for the functional dependence daserroughness limited mobility on the inversion
charge density, in addition to coulomb screenirfgot$ of impurities by charge carriers [4]. Darwish
Model Number factors available for variation inv@aito, equal 33.
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TABLE 1 — The results of screening experiments

Channel| The most significant parameters to influence the | The most significant parameters to influence the
length threshold voltage drain current
AN.CVT, DN.CVT, ALPHAL1N.KLA,
20 nm |AN.CVT, S1.KLA, MUMINN.KLA, ALPHALN.KLA MUMINN.KLA
AN.CVT, DN.CVT, ALPHAL1N.KLA,
40 nm [AN.CVT, S1.KLA, ALPHAIN.KLA, MUMINN.KLA MUMINN.KLA
60 nm |AN.CVT, ALPHALIN.KLA, MUMINN.KLA, S1.KLA AN.CVT, DN. CVT, ALPHAIN.KLA, EN.CVT
100 nm [AN.CVT, ALPHAIN.KLA, MUMINN.KLA, S1.KLA AN.CVT, DN. CVT, EN.CVT, ALPHAIN.KLA
130 nm |[AN.CVT, ALPHAIN.KLA, MUMINN.KLA, S1.KLA AN.CVT, DN. CVT, EN.CVT, ALPHAIN.KLA

The purpose of the computer experiments is findiagparameters, which significantly affect
to threshold voltage and drain current of the MOB$§:ERange of values from the nominal value is
20%. Studies on the significance carried out forS3HETs with a channel length of 20 nm, 40 nm, 60
nm, 100 nm, 130 nm.plVs dependencies of this MOSFETs are shown in Figrte results of
screening experiments are given in Table 1. Natatamrrespond to the factors used in the Silvaco.

- Channel lenght:

Drain Current I3, A
g
=
=
|

0.1 0.2 0.3 0.4 0.5 0.6 0.7
Gate Voltage Vg, V

Figure 1 —§/V; dependencies for MOSFETs with different channegike

Experiments show that AN.CVT, DN.CVT, S1.KLA, ALPHA.KLA, MUMINN.KLA,
EN.CVT, especially AN.CVT, significantly affect ahe transistor threshold voltagerVand drain
current . However, the extent of their influence dependshensize of devices. As an example, Fig. 2
shows thed/Vs dependencies that demonstrate differences inggeed of influence of the parameter
EN.CVT when changing channel length.

[1l. CONCLUSION

The results of identification of the most signiftaDarwish model parameters for different
channel length are presented. This problem wasedoin the frame of the screening experiments
methodology. The dependence of the degree of imflei®f parameters on the length of the channel is
shown. These results will be used in the procedlitke parameters extraction of the deep submicron
compact model of microelectronics devices.
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DEEP SUBMICRON RADIATION HARDENED
STATIC RANDOM-ACCESS MEMORY IP

A. Kostrov
Belarusian State University of Informatics and Retiectronics Minsk Belarus

|. INTRODUCTION

Modern System-on-a-Chip (SoC) is impossible to tgvevithout built-in memory blocks. The
availability of embedded memory enables SoC togperffast, complex operations with large data
arrays. Therefore the percentage of chip area eedupy various memories is constantly growing.
Design of ICs which include large-scale memory kéoequires special software — IP Memory Block
Compiler that would permit netlist and die topoldgybe created. Memory compilers allow quickly
and automatically generate specifically sized mgnhdwcks to be used in the design of ASICs.

Static Random-Access Memory (SRAM) is often embddde microprocessor or
microcontroller systems as their main memory conepobnSRAM permits quickly develop a highly
reliable SoC required for spacecraft subsystemsnsiruments that are often used in extreme
temperature and radiation environments, such asetio outer space, on the Moon and Mars. The
reliability of electronics in the spacecraft becano@e of the most important concerns. Exposurbdo t
high-energy subatomic particles and electromagmati@tion may cause transient effects in memories
such as glitches and soft errors, or permanent garwathe chip like lattice displacement, latch-oip,
SEUs (single event upsets). Very-deep-submicrohnt@ogies with aggressive device and voltage
supply downsizing have significantly reduced thi#ical charge required for bit storage in memory
cells. This means low energy particles can flip stete in memory cells, therefore making memories
sensitive to atmospheric neutrons as well as thaafgarticles created from materials within the chip
In addition, the increased number and density dfs cieads to increased probability of SEU
occurrence.

To achieve acceptable SRAM memory radiation haginesnay be necessary to employ one
or more radiation impact mitigation techniques,sas radiation hardening by layout and circuit
design, circuit/system redundancy, and/or datar exwarection codes. Under low radiation operating
conditions or when the ASICs are shielded from atlin impact, radiation hardening means
implemented into ASICs lead to sub-optimum perfaroea For example, radhard SRAM would be
consuming much higher power — a precious resourcgpace missions. Therefore, space missions
need a special memory compiler to be used. The ib@nwould permit designing ASICs targeted to
tolerate required radiation levels and to be ablbalance the radiation hardness, speed of operatio
and power consumption.

[l. GENERAL INFORMATION

Pacific Microchip Corp. proposes to develop a nogehfigurable memory compiler for
radiation hardened single port SRAM IP. The compilél provide the choice between three types of
memory cells that are based on 6-transistor (6 pyaved architecture. The three memory cell designs
will be aiming at different levels of immunity tadiation while consuming different levels of power.
The novel compiler will implement such radiationrdening techniques and methods as:

— Radiation Hardening-By-Design (RHBD),
— Radiation Hardening-By-Layout (RHBL),
— Radiation Hardening-By-System (RHBS).
The radiation hardening means will include:
— N-channel Edge-Less Transistors (ELT) to mitigat¢all lonization Dose (TID) and Single

Event Latchup (SEL);

— Miller capacitor connected between the two latcbethe SRAM cell for mitigating Single

Event Upset (SEU);
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— PNPN parasitic thyristor triggering threshold iras|g by adding guard rings for minimizing

SEL;

— Bitinterleaving for Multi-Bit Upset (MBU) mitigatn;
— Single error correcting/double error detecting (SBED) codes for SEU hardening;
— Triple-Modular Redundancy (TMR) with majority voseto reduce Single Event Transients

(SET).

The proposed compiler features include:

1. The size of compiled memory SRAM: 8x2 bits (minimuB2768x72 bits (2 Mb) (maximum)
2. Possible word width: from 4 to 72 bits with a stegrement of 1 bit;
3. Word depth is from 8 to 32768 bits, depending anwidth of the multiplexer.

Architectural flexibility of the compiled SRAMs Wilbe achieved by using multiplexing to
support a wide range of options in the aspect ®@ti® modules. Three levels of multiplexing wik b
supported: mux8, mux16, mux32. SRAM will have fawontrol signals: 1) a user-defined non-
inverting or inverting clock CE/CEB; 2) an outputabler (OEB); 3) a chip select (CSB); and 4) a
read/write enable (WEB). Input and output datan[) fnd (O [n]) will have separate ports. The otitpu
buffer circuit will be capable of operating in twser-defined modes: 1) a 3-states output and 2) &
stable zero (hard “0”) output. OEB control will beed to switch between output data enable mode anc
one of the user defined modes.

For successful using of memory modules as parS8Q€, designer needs to have behavioral
description including timings and power models yn&sys format for further timing and power
analysis. For this reason compiler has to proviciuate and fast algorithm for calculation of these
parameters. A mathematical model will be develofgedescribe the dependence of delay and power
consumption on the combination of input factorsniber of words, bits, output load and the input
signal slope). The regression model will be usedetiermine the changes in the IP module parameters
such as delay and power consumption and the aggrelgange in the input factors (words, bits, load,
input slope).

The Phase | effort will focus on cell, critical geveral circuit and layout design as well as on
the radiation hardened SRAM architecture. As alteguhis Phase | effort we will provide the proof
of the feasibility of implementing the proposed abmemory IP compiler. During Phase II, we will
develop the flexible and configurable compiler, ateelayout and circuit databases for compiler,
fabricate and test the proposed memories desigoechetet the stringent radiation hardness and
optimized power consumption requirements of spassions. We anticipate our proposed memory
will be implemented based on the currently avaddBIM 45nm SOl CMOS or 65/90nm bulk CMOS
technology. Phase II will result in the SRAM IP qaitar, with memory prototypes ready for
commercialization in Phase IlI.

Potential space applications for SRAM include npcozessor or microcontroller systems
required in navigation, communication, command emkrol for launch vehicles, payloads, satellites,
and any other space flight system requiring subilitg in natural space radiation environments.
Other systems used in space missions that recharstorage of significant quantities of information
include battery powered wearable electronics, ptetanonitors and devices. These systems would
benefit from the proposed SRAM complied for minimypuower consumption while trading the
radiation hardness.

CONCLUSIONS

The proposed memory compiler will be used to desigegrated memory arrays based on
specifications defined through developed graphisalr interface. The methodology for application of
the memory compiler will also be prepared. As ailtesve will provide a data file required for a
specified type of the SRAM memory arrays.

The proposed novel memory compiler of radiationdeaed SRAM I[P offers a flexible
solution for SoC and ASICs to meet the stringediatzon, performance, size and weight requirements
of space applications.
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SIMULATION OF CELLULAR PHONE RADIATION
PROPAGATION IN BIOLOGICAL TISSUE AND
MULTILAYER SHIELDING STRUCTURES

A. Prudnik A. KazekaT. Borbotko
Belarusian State University of Informatics and Reditronics, MinskBelarus

Summary The process of cellular phone radiation propagaiin biological tissue and multilayer shielding
structures was simulated using mathematical moglelmtenna patterns are calculated and their cleange
when applying protective shields are studied. Téfeection and transmission coefficients of antemmae
calculated.

|. INTRODUCTION

Rapid development and introduction into the dailg bf new information technologies and
means of information transmission and processiomfuters, mobile communications, etc.) led to the
emergence of new types of manmade factors — thesgwni of electromagnetic radiation in the range
from subsonic to super-high frequencies. The mdsharof interaction between electromagnetic
radiation (EMR) and biological tissues and humagaorsm is not ascertained, but the common
approaches are based on thermal effect or low-ladghtion influence [1]. It was shown that thipey
of effects, especially after long term exposure aitth inadequate protection from such effects, sead
to increased fatigue and the development of varigpeiss of diseases of the human organism. In many
cases the negative consequences of actions cabeulgtected through a decade or a few generations

At the same time ensuring of the electromagnetifetgaof the human operator from
electromagnetic radiation of new types devices irequa lot of intellectual, material and time
resources. According to the results of researdhigharea are developed state standards, sanitigs/ r
and norms, which include regulations that limit teeels of electric and magnetic fields of differen
frequency bands, as well as regulations that eshabile maximum permissible exposure levels for
specific exposure conditions and groups of people.

The first aim of this work is to establish the qtiative characteristics of the influence of
electromagnetic radiation on the human body, depgndn the quality indicators of the technical
protection tools, using mathematical modeling. $aeond one was to develop hardware and software
for evaluation the effectiveness of protective desiof the human body from the EMR of personal
computer or cell phone.

[I. EXPERIMENT

Modeling of electromagnetic waves propagation igyatem source of radiation — biological
object — protection tool was performed using thatdi difference method, with assistance of the
software package XFdtd (version Bio-Pro). To sttidg interaction of the EMR with a biological
object the model of the human head was used.

To investigate the dependence of the distance leetwee source of and the biological object
on the EMR propagation characteristics receiving@ma was placed in the center of the human heac
model and transmitting antenna was placed at dis&ah0, 20 and 50 mm from it.

Electromagnetic shielding effectiveness was medsungt by measuring equipment SNA
0.01-18, which allows measuring the reflection d@rmhsmission coefficients in the frequency
range 0.7-2.14 GHz.

[Il. RESULTS AND DISCUSSION

It was shown that the electrical component of thé&REpenetrates into the human head less
than magnetic one, thus electrical component igacierized by greater absorption in biological
tissues. This is due to the fact that the magrestraponent force (Lorentz force) acts on electrycall
charged particles less than the force of the ébectrmponent [2]. An increase of distance betwéen t
transmitting antenna and the biological object frathmm to 20 mm leads to a decrease of the

90



transmission coefficient of 1 dB to -53 dB, which ¢aused by increase of losses during the
propagation of electromagnetic wave in air spaceddition the reflection coefficient is reducednr
—22 dB to —35 dB, which is caused by the multipficdf the distance to the wavelength of EMR
frequency range, while leading to greater absompticthe biological tissue. Increasing the distanpe

to 50 mm allowed reducing the transmission coedfitiup to —58 dB, while the reflection coefficient
increased to —13 dB.

The impact of EMR on biological tissues leads tthange of the water structure involved in
biochemical processes [3]. The antenna patternMRR Bource (cell phone antenna) is determined by
such impact. Therefore, to create a tool to prdteetiological objects from intentional radiatiarth
a view to minimize impact on the source parameierss reasonable to use water-containing
shields [4]. Moreover, it is possible to create @enal with electromagnetic characteristics simita
biological tissues. To calculate influence of watentaining shield on the electromagnetic
characteristics the shield model was placed betwleemodels of the biological object and the EMR
source. The dimensions of the shield varied intlerl@® mm, 120 mm and in width of 10, 20, 40 and
60 mm, similar to a metal shield. The thicknesshefshield (3.2 mm) was not changed, which is two
cells of a countable space. It was shown on thes lidicalculations that the use of water-containing
shield reduced the transmission coefficient by dB3at its width 40, 60 mm, and at its length
120 mm. In addition the reflection coefficient rengawithin the —1416 dB, which is greater by 2—
15 dB than without its use and fewer 2—6 dB thatin\the use of metal shield. This change is due to
partial absorption of EMR by shielding material.[5]

It was shown that the antenna pattern at the shgddh of 40, 60 mm, and the length of
120 mm became greater at the angle 6fl801 dB, at the angle of 16%ip to 17 dB and at the angles
of 185 and 270 by 3 dB in comparison with its absence. The higlvatue of the antenna pattern
observed at a distance 20 mm and 50 mm.

Placement of 12660 mm water-containing shield between the bioldgitgect and the EMR
source does not affect the antenna pattern in cosgpawith its absence. The metal shield is more
effective water-containing one, but its applicatisncharacterized by greater reflection coefficient
which can increase the number of radiation effectsological objects.

To increase the efficiency of water-containing khigsou can use a multilayer structure.
Enhancing of its effectiveness could be ensureglbging a metal foil between the two layers of
shielding material. The first layer will reduce thlectromagnetic wave reflected from the secondrlay
in air space. The second layer is necessary toidqedhe effectiveness of the whole of shield. The
third layer is necessary for the absorption of tetenagnetic wave that is reflected from the human
head. The dimensions of protection tool was deteeohiin accordance with the results of previous
experiments (12660 mm). The thickness of a water-containing layas 8.2 mm, corresponding to
two cells of a countable space. The thickness efntietal layer corresponds to one edge of the cell
counting space. The model of the three-layer siractvas placed close to the model of a biological
object at a distance of 20 mm from the EMR sourtke dependence of the reflection and
transmission coefficients on the frequency in thespnce and in the absence of the multilayer shield
was calculated. On the basis of the calculatiomgig shown that the use of the multilayer shietd th
reflection coefficient decreased by 4.3 dB and ttemsmission coefficient decreased by 2.3 dB
compared to the metal shield. In comparison witliewaontaining shield the reflection coefficient
increased by 4.1 dB and the transmission coeffidenreased by 25.1 dB.

From simulation results revealed that the ¥&®@mm multilayer shield is most effective
(transmission coefficient —79.1 dB), but the antepattern of EMR source has no significant changes
compared with the antenna pattern in its abseneduéing the reflection coefficient of this shieldlw
reduce re-reflection of the electromagnetic wawenfivarious surrounding objects to the cell phone
user. In this regard, the use of a multilayer shielll not only reduce the impact of radiation on
biological objects, but also reduce the impacttenEMR source.

The experimental frequency dependencies of thesitnegsion and reflection coefficients were
obtained. It was shown that the single-layer shiettlices radiation from —12 to —18 dB. lIts reflacti
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coefficient varies from —3 to —8 dB. The use of tiayer shielding structures provides an increment
of the transmission coefficient to —35 dB, but te#ection coefficient decreased from —2 to —6 dB.

Full-scale testing of cellular phone radiation @gation with different shielding structures was
performed using a cellular phone Nokia N78. Theetielencies of the signal power level on the type
of shield at the measurement point were obtained.

The power level of the cellular phone was decreasetd.9 dB in the measuring point by a
metal screen/ It was caused by electromagnetic Wwewg reflected by the high conductivity material.

Use of the single-layer shield led to a reductibthe electromagnetic radiation to 3.9 dB. The
use of multilayer shielding structures provideeduction of the electromagnetic radiation to 188 d

CONCLUSIONS

The model of the interaction of electromagnetiagaton with a biological object (human head)
and the protection tool was proposed. It allowessiag the impact of electromagnetic radiation on a
biological object in a system source of radiatidnielogical object — protection tool using calcelat
reflection and transmission coefficients. The claton of these coefficients is performed
with assistance of finite-difference method whidlowas taking into account the features of the
electromagnetic wave propagation in the interfadesr, protection tool as well as a biological edj
which allows to characterize the influence of petitsn tool and biological objects on the antenna
pattern of the EMR source.

The peculiarities of the interaction of radio wayégquency 1800 MHz) with a biological
object €=43.2;0=1.29 S/m) are established. The increase of thardie from the radiation source to
the biological object from 10 to 50 mm leads tararease in the transmission coefficient from -&3 t
—60 dB with simultaneous increase of the reflectooefficient from —35 to —12 dB, which allows
reduce the impact of EMR on a biological object.
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PHOTO- AND UNDER X-RAY LUMINESCENCE FROM
XEROGELS EMBEDDED IN MESOPOROUS ANODIC ALUMINA

N. Gaponenkd V. KortoV?, V. Pustovarof, S Zvonarey,
A. Slesare$, M. Rudenkd, L. Khoroshkd, A. Asharif,
H. Sohrabi AnaraKj A. PodhorodecKj G. Zatrul?,

J. MisiewicZ, and S Prislopskif

Belarusian State University of Informatics and Redctronics220013Minsk Belarus
Ural Federal University named after the first Prsint of Russia B\. Yeltsin YekaterinburgRussia

3Institute of PhysigsWroclaw University of Technolog0-370 Wroclaw Poland

“Stepanov Institute of Physjdgational Academy of Sciences of BelaiMsk Belarus

Porous anodic alumina (PAA) films with pore and s&es ranging from 170 to 190 and 240
to 270 nm, respectively, have been generated amimlum and monocrystalline silicon substrates
followed by spin-on sol-gel derived coating withetlsubsequent thermal treatment producing
microporous xerogel. The distribution of the xelsgeorresponding to the chemical contents of
willemite, garnet, titania, alumina, doped withbiem and strontium in PAA was investigated. Most
xerogels, after annealing at 1000, are mainly distributed near the pore basesjrigamuch of the
pore volume unfilled.

The distribution of yttrium aluminum composite iR is compared for sol-gel and co-
precipitation methods. The xerogel/PAA structurevernl terbium-related luminescence under
ultraviolet and X-ray excitation, with the strongksminescence in the direction along the chanatls
the pores. The same xerogels generated on monaitinestsilicon reveal no luminescence under X-
ray and weaker photoluminescence.

Thus, PAA enhances photo- and under X-ray lumimeseérom terbium doped xerogels. The
fabricated structures are considered as a typewstbst, thin-film convertor of X-ray irradiatiomto
visible light, with an average cell size of the eerior of about 250 nm. Examples of polychromatic

luminescent images on the basis of porous anodiiah are also presented.
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SECTION 3 — MOLECULAR DYNAMICS
AND DFT SIMULATION

STRUCTURE OF SHOCK WAVES IN UNDERWATER EXPLOSION

S. Igolkin, A. Melker
Department of Mechanics and Control Processes
St Petersburg State Polytechnic UniversiRussia

|. INTRODUCTION. HYDRODYNAMICS, MOLECULAR
DYNAMICS, AND UNDERWATER EXPLOSIONS

Until the present time the study of underwater esians was a privilege of hydrodynamics,
which studies the motion of liquids and their iai&ron with solids. In theoretical hydrodynamiasy;, f
description of the movement of an incompressild@itl, having continuity and fluidity, as well as
viscosity, one uses the continuity equation andi®&aStokes’ equations. It is difficult to solve ghi
problem by simply writing a complete system of camation laws in the form of differential
equations and closing defining relations, or byaleping unique computer programs and codes [1].

Contrary to the customary approach, we have usektamar dynamics [2] for studying
underwater explosions. The main motive is suclcesthe accepted methods of studying “a wealth of
phenomena which nature is not well understood” seetve ineffective, it is reasonable to try other
methods. It should be noted that molecular dynamassshown its effectiveness in studies of a great
variety of phenomena, e.g. radiation damage ofdspldeformation and fracture of materials,
nucleation, evolution and self-organization of bgtal structures and so on [2]. The problem of
modeling underwater explosion, formation and prepiag of explosion-generated water waves using
molecular dynamics was carefully argued in [3]tHis contribution we used the approach described in
that article.

[I. COMPUTATIONAL PROCEDURE

We restricted ourselves to 2D computer simulatidiesgain a more penetrating insight into the
explosion phenomenon, we excluded explosive ddboim further research. For this purpose, we
developed a simpler explosive model [3]. A certaimber of water particles were placed in a circular
area of a given size at a predetermined distanbereéafter the particles were subjected to radial
compression. As a result of changing the distanetvden particles, the compressed structure
accumulates a large amount of elastic energy. Qudatompression these particles acquire enormous
velocities, producing an explosion.

In classical molecular dynamics [2], the motioraadystem ofN particles is described with the
help of Newton equations. There are various nuraeschemes for solving the classical equations of
motion, from the simplest first order Euler's medsdo the predictor — corrector scheme of high orde
accuracy. One of the most common and, at the san& $table and efficient approach to the time
discretization of Newton’s equations is the VelpeWerlet algorithm [4] which was used in the
present study as a compromise between speed andaegc Integration of the motion equations
allows us to find the trajectories of particlestHé initial positions and velocities of the paddgare
given, the evolution of the system in time depepdsy on the potential, which determines the
interaction between the particles. There are afigiotentials which are used in molecular dynamics
calculations [5]. We have chosen the Lennard—Jpotmtial. The reasons are given in [3].

[Il. RESULTS AND DISCUSSION

Movie. The calculations were done with a system comgjstif 27,500 particles. An explosive
was inserted into the water after reaching the ldguim. The temporal evolution of underwater
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explosion is demonstrated in Fig. 1. Fig. 1a (lsfipws the system before explosion; the zoom aree
specifies the location and structure of explosiecompression of the explosive creates a shock wave
and a cavity (Fig. 1b, left). It should be emphadizhat the cavity is not empty and resembles fog
(rarefied water). The expanding shock wave prodacdsnse compression shock in a narrow region
(Fig. 1c, left). Simultaneously, at this moment thleock-wave front reaches the free surface.
Thereafter the cavity reaches the surface transfigrnmto a water crater (Fig. la, right). The
following picture resembles a volcanic eruptiongf=ilb, 1c, right). At first the volcano is verytiae

and then becomes extinct.

Structure of a shock waveUp to now there is no complete physical theorgcdbing
guantitatively nucleation, development and damphghock waves. The existing theories, as was
mentioned above, have a formal thermodynamicalachear. The only exception is the book [6] but it
contains too many assumptions and became out ef Hatvever, if one wants not only to describe the
properties, but understand their nature, one shestiablish their origin turning to the particlesieth
constituent the system [7]. Unfortunately theradsexperimental methods which are able to give such
information.
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Figure 1 — Time evolution of underwater explosion,0 — 13 ps. Units are in nm-1.
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Figure 2 — Time evolution of shock-wave shape0-5 ps. Units are in il
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In the previous paper [3], we have promised to lt® riext step, namely, to use one more
advantage of molecular dynamics, i.e. to study kaneously both dynamical structure of a system,
observing the motion of separated particle, anchtoulate averaged characteristics of the systagm, e
energy, pressure, temperature, etc., especially disribution in the system and their changing in
time. For this purpose we have developed a spé&stéinique. The example of such calculation is
represented in Fig. 2 which shows the evolutiorslodck-wave shape in the thirty degree sector
(counter-clockwise from x-axis) in an orderly segee The wave is moving from left to right.
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COMPUTER SIMULATION OF BRITTLE BEHAVIOR IN Ti Al

L. Yakovenkova
Institute of Metal Physics of RABkaterinburg Russia
Abstract — Orientation dependence of fracture behavior igAlTis investigated. The model of shear
microcracks nucleation in basal, with scraw superdislocations coalescence, is introduced.slt i

demonstrated, that long-range stress of dislocatiora slip band plays an important part in thecpss of
microcrack nucleation.

TizAl (ordered hexagonal superstructure;§)ds the main component of the number alloys,
which are known as promising materials for heaisteg and heatproof applications. Brittleness of
the intermetalk compound hinders its practical applications. Theration dependence of the
fracture behaviour of a Al single crystal was discovered as well: the defation before fracture
reaches the value of ~250% for prism slip, while basal slip brittle fracture observes immediately
after loading even with compression. The relatigméletween the susceptibility of a metal to cleavag
and plastic relaxation of stresses near the crigckyt emitting dislocations for JAl single crystals
has been studied using the Rice-Thompson modehgUie method of computer simulation the
surface energy which determines the ability ofackto opening and the energies of unstable stgckin
faults which determine the energies barriers thaukl be overcome in the processes of dislocation
slip have been obtain. Criteria of brittle fractafeTizAl with allowance for experimentally observed
types of cleavage planes and dislocation slip systeave been estimated. Decohesion energy and th:
energy of unstable stacking faults for the basah@] prismatic and pyramid planes was studied using
molecular dynamic method with EAM interatomic pdtals [1]. It was shown that cleavage inAli
is due to low decohesion energy values, which ifatéls cracking, and high energies of unstable
stacking faults, which prevents the formation gflastic zone and stress relaxation at crack tip. An
analysis of the relationship between the decohesmangy and the energy of unstable stacking faults
indicates the intrinsic nature of brittleness o&ATi caused by specific features of interatomic
interactions in these intermetallic compounds.

The dislocation model of the formation of shearetypicrocracks in basal plane slip band,
based at the analysis of the core structure-siiperdislocations in the basal and prism plané}, [,
discussed. It was established that and the cotleeoflislocations of edge as well as screw orienmtati
in the plane of the prism is planar [4]. Nonplanare structure of the screw dislocations in theabas
plane was detected. Model for shear microcrack$eation in basal slip band take into account the
processes of coalescence of sceevBuperdislocations in basal plane and cross-stip prism plane.

As a result of consecutive stages of internal daions rearrangements the total configurationggner
lowers, because the reactions occur between attyapartials. The final configuration is stable. It
consists of the bands of anti-phase boundaridseimnitial basal plane and in the planes of criips-s

the prism planes. The model of shear microcracksleation in basal planes, with screw
superdislocations coalescence, takes into accohet lbng-distance elastic interaction af
superdislocations. The molecular dynamic method wesl to study the processes of coalescence o
screwa- superdislocations in basal slip band. It is desti@ated, that long-range stress of dislocations
in a slip band plays an important part in the psscaf microcrack nucleation. The formation of short
bands of prism slip accompanying the (0001) babpl wsas explained. Consecutive coalesce of
microcracks in the basal plane results in macrécracleation. Based on the suggested model, the
mechanisms of macrocracks formation are discussed.
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COLLISIONS AND STABILITY OF QUANTUM WAVE PACKETS

A. Bagmanot; A. Sanirf
YIndependent Researcher
“Saint-Petersburg State Polytechnical Universiigpartment of Theoretical Physics, Russia

Abstract — Time evolution of the quantum wave packets is dised in context of the non-linear cubic
Shrédinger equation and equivalent hydrodynamieatdption. In hydrodynamical description, the quam
Hamilton-Jacobi equation for action is rewrittenvariables: probability density and probabilityvilaensity.
These variables are smooth at the node points.sittéed dynamical systems have finite dimensiorts an
impenetrable walls, they have been analyzed atliffierent initial conditions including the Gaussibike
form. Our interest in investigation of the propestiof dynamical non-linear equations is causedxistence

of stable solutions which correspond to the quantem-spreading wave packets. Behavior of the Ipedli
wave packet in one-dimensional system is charaetgrby classic-like trajectory and collisions aghin
walls. The packet keeps localized form during sdame interval and can oscillate around some “stable
profile. To describe the time evolution of two wapackets on plane we have to integrate the noiestay
two dimensional Shrédinger equation for the twotiplr wave function taking into account the symmetr
properties. But, as first step, in present invediign the problem was essentially simplified. Treatigles
were considered as spinless, and wave functiorpvwesented in the product form of two functions. Ntve
collisions between quantum wave packets of twoigast will also occur. During some time interval,
fragmentations of packets are generated. Then thayn to its original shape and move as classical
particles. In both cases, non-linearity plays seffanizing role in comparison to the regimes when-tinear
cubic term is absent.

|. SINGLE WAVE PACKET DYNAMICS

In simple case, we investigated solutions to thedimensional Shrédinger equation
OW 1 9°

ot 200
for wave functionW(x,t) with different initial conditions in the forn¥, = C sch(x)exp(iV,x) and

W =1/32m @xp{ ( )/40}. The equivalent description is given by hydrodyicain
equatlons

Wk WU (1)

N _ 3
ot x|
2 2 2 (2)
og_o9) 7.1 a_N_i(a_Nj faN2 -9 N =k
ot ox| N 4| gx? ox ox

Here,N, J are probability density and probability flow degsirespectively. The variabledl,(J) are
smooth at the node points. Stationary solutionsafig (2) were also studied. Our interest to the
properties Eq. 1 is caused by stable solutions hvbarrespond to the quantum non-spreading wave
packets [1]. In context of listed equations, weestigated soliton-like wave packets, fragmentations
under collisions against the walls of potential lvegld self-reconstruction to its original form cads

by nonlinearity. The comparison with solutionskat O is carried out

[I. INTERPACKET COLLISIONS(COLLISIONS BETWEEN PARTICLE$

To describe two wave packets at the same time fee tfe simplified dynamical model where
collisions between packets can be described witbrpial terms as follows

i%=—%AW1 - K|‘P1|2LP1 +Up 2 (W,),

€))
anz _ 1 2
'W__EALPZ = K|Wo| Wy + Up g (W)

99



2 2
Here, A = 6—2 + 6—2; Ui o (LIJZ), U,._1(%;)are modeled terms describing collisions. It is
0x ay
essentially to propose that mean coordinates ofcmliading particles behave by nearly classical way
Our calculations confirm this statement. It is intpat to note both packets show light fragmentation
when they are placed nearby. For initial speciadkets andc =5, the time evolution is presented in

Figs. 1-4.
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In both cases, non-linearity plays self-organiziote in comparison with regimes when non-
linear cubic term is absent.
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ATOMISTIC SIMULATION OF MARTENSITIC TRANSFORMATION
IN FegoNi,oNANOPARTICLES INITIATED THEIR AGGLOMERATION

L. Karkina, I. Karkin
Institute of Metal PhysicRAS Ekaterinburg Russia
Abstract— The mechanisms governing the formation of stmattstate and kinetics of transformations in the

metallic clusters RgNiy during martensitic transformation are investigabgdmolecular dynamics (MD)
method.

|. INTRODUCTION

Martensitic y — a transformation in a defect-free crystal is notgepng during MD study.
Analysis of the free energy of the alloy Fe80NiZfpending on the lattice along the path at Bain
deformationata - ytransformation shows that there is a high energgidrebetween the fcc and bcc
states, so the transformation is not obtainedenMID simulations at cooling the fcc phase. By ¢atti
defects, locally, the barrier is lowered, so the@y be a nucleation of a new phase. For example, in
the crystallites with periodic boundary conditiorsmulating an infinite crystal, the martensitic
transformation could be observed in the presence~ @ht% vacancies. Martensiticy — o
transformation has been studied by the MD methaniimc nanocrystalline particle size of 24 nm with
free surfaces [1]. The transformation started ftbwn top of the cube, where the atomic coordination
number is reduced and lowered the> a transformation barrier. During the time interva¥t 30 ps at
T = 50K the transformation is completed, the typteanned martensite crystals are emerging on the
edges of the surface of the cube and are distdhoside the crystallite.

In [2] studied the martensitic transformation inymoystalline alloy Fe80Ni20 fine-grained (~
3 nm in diameter), which were obtained by compactinder pressure at a temperature T = 800K.
Analysis of the radial distribution function showiat in the regions near the grain boundaries éorm
bcc - like structure. Upon cooling of the polycetihe y — a transformation begins from the grain
boundaries. Number bcc phase continuously increasdsreaches at T = 25K of ~ 52%. Thus,
martensitic transformation could be observed onliattice with defects, where the barrier is loveere
locally, for example nearby the grain boundaries.

In this work, the martensitic transformation wasdstd near the boundaries, formed by
agglomeration of the two nanoparticles. It was igtidhe effect of particle disorientation on the
coalescence processes and on disorientation pfittieles after the martensitic transformation.

[I. RESULTS OFMD SIMULATION

The kinetics of structural transformations was @enfed by the molecular dynamic method
using N-body Meyer-Entel [3, 4] potentials of irggymic interactions constructed by embedded-atom
method. These potentials permit one to calculageviiues of the lattice parameters, elastic modules
cohesive energy, and vacancy-formation energy &aid Ni. They also give the magnitudes of the
energy differences between fcc and bcc phasesdavifalloys close to the experimental ones and
correctly reproduce the concentration dependentéseoctemperatures of martensitic and austenitic
transformations in bulk materials.

Two agglomerated particles with fcc lattice andhwihe atoms number N=10185 (diameter
d~6 nm) cooled from the temperature T=1400K to T=UKe cooling of clusters was carried out by a
discrete change of temperature with a step of J0t€. cooling rate equals to ~4X2®&/s. In the initial
configuration the two particles were rotated refkatio each other to obtain desired disorientafidme
disorientation of particles corresponded to thecppdarge-angle asymmetrical tilt grain boundaries
11,3 andx9. Disorientation axis was <110>, the disorientatamgles were 70.53 degrees for the
boundaryz3, 50.47 degrees for the boundafyl and 38.94 degrees for the bound2®y The plane of
contact was selected (010).

After cooling to T ~ 200-300K each particle underganartensitic transformation (Fig.1). The
shift in the transformation process starts fromlibendary between two particles near the surfade an
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further extends through the entire particle. Depaman the initial disorientation of the particles
obtained either single-domain state (Figl,c), @re¢his an agglomerate of two disoriented particles
with a bcc lattice (Figla,b). Each particle corsdt1-2 domains (Fig.1a,b).

Sintering in the fcc phase leads only to insigaifitchange in the disorientation of one particle
with respect to the other particles of a given d& Figure 2 shows the orientation relationship
between one of the particles after sintering ingbase and after martensitic transformation3bt
boundary. The analysis shows that between fcc arwd ghases are realized Kurdjumov-Sachs
orientation relations. The dotted line near theteeaf the pole figure marked parallel poles <116z
phase and <111> bcc phase. Center pole figure calswides with the axis of disorientation FCC
particles in the initial configuration. For the bwlaryX 11 disorientation angle between the particles
in the initial configuration is 180-129.53 = 50.dégrees. Axis of disorientation in the bcc phase is
parallel to the <111> direction, so that the araflelisorientation is close to an element of thenpoi
group symmetry of the bcc phase (Fig.1c) after detigm of the martensitic transformation.

0

Figure 1 -y — a transformatiorof the two particles agglomerate
with the grain boundaries3 (a),X9 (b) andz11 (c), temperature T=0K.
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Figure 2 — Cooperative pole figure fcc and bcc praShaded symbols refer to the fcc phase,
not hatched - to the bcc phase. Circles denotpdtes of the <110> squares - <100>, triangles 4x11

[Il. CONCLUSIONS

We have studiedd — a transformation during cooling in agglomerated desatated two
particle clusters of Fe80Ni20 alloy by the methddmmlecular dynamics. It has been found that the
shift in the transformation process starts fromlibendary between two particles near the surfade an
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further extends through the entire particle. It demonstrated that depending on the initial
disorientation of the particles it was obtainedheitsingle-domain state or there was an agglomefate
two disoriented particles with a bcc lattice.
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MODELING AND INVESTIGATION OF
THE HETEROFULLERENES C 5oX (X=Na, Li, Mg, Be)

0. Kozlovd, J. Tamulieng
!Belarusian State University of Informatics and Redictronic, Minsk Belarus
%|nstitute of Theoretical Physics and Astron;, Vilnius Universit, Lithuania

Abstract — Geometric and electronic structure of the heteesfries 50X (X=Na, Li, Mg, Be) has been
studied theoreticallyThe main emphasis has been given to the stabflitheoheterefolerenes and their b
HOMO and LUMO energies and ability to stabilize ative chargeObtained results proves the applicat
possibility of investigated heterofulerenes as congmts of solar ce.

In various fields of science and technology growimigrest of researchers is dedicated to
variety of unusual physical a chemical properties of fullerenes and promisingspsexts of thei
possible applications.

Particularly, heterofullerenes(the type of fullerenesattrack great attention because of tl
various interesting features associated with «two-dimensional structu, high anisotropy and
acceptor propertiesSo far successful heterofullere, containing the elements of, N, Si, O, P, As
and Ge etc.have been report. Remarkable structural, electronaptica, and magnetic properties
were shown during the experimental and theoreinzastigation of this materi.

The objects of our study were structures basedgo fullerene, secalled heterofullerene 46X
(where X -the alkali metal N, Li, Be and Mg).These system offers new possibilities for stud
low-dimensional magnetic phenom, particularly because the forces between carbon raathl
elements (Na, Mg, Li, Begppear to be very we. In order to determine the most stable system
an implanted atomthe highest , and lowest € symmetry of (s fullerene were chosen.
Heterofullerene structures of; and ) symmetries are shown on Figs.and 2, respectively. The
investigations were performed by3LYP exchange -orrelation hybrid functiong[1] with 6-311G
basis set implemented in Gauss<03 programe package [2Ve have checked all possible differ:
positions of implanted atoms.

(a) (b)
Figure 1 — ® structure of (, fullerene with G (a) and } (b) symmetry

The most advantageous positions ¢, Be, Na,and Mg atoms in the system are deterr,
and their magnetic propertiesuch as the magnetizabilitgre investigate. By results of analysis we
can say that there is a significant difference ketw the positions of the implanted atoms
heterofullerenes with symmetry; in opposite heterofullerenes with symmei,. At the same time the
pure fullerenes are the mostble systems. Howeveresults obtained indicate investigated fuller
as strong diamagneti©On the other har, the new modeled materials with a symmet, exibited
smaller HOMOLUMO gap than that of the pure fullere. But this is not quite true in ce of
heterofullerene with symmetry,. Calculated values of HOMQUMO gap are shown in Tabl.
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TABLE 1 — Values of HOMO-LUMO gap

Cage of fullerenes Gowith |, symmetry Cage of fullerenes gywith C; symmetry
Fullerene systemd4gX [HOMO-LUMO gap, eV Fullerene systemd4gX | HOMO-LUMO gap, eV
where X= C (pure) 2.87 where X= C (pure) 1.31
where X= Na 1.39 where X= Na 1.33
where X= Li 1.96 where X= Li 1.28
where X= Mg 1.55 where X= Mg 1.19
where X= Be 1.63 where X= Be 1.25

It is known that HOMO-LUMO gap may be related taligpof the hetrofullerenes to generate
photocurrent. Thus, smaller band gap indicate khatenergy light could be used when the above
described heterofullerenes would be used to gemetaitocurrent.
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RHEOLOGICAL PROPERTIES OF AMORPHOUS
AND NANOCRYSTALLINE METALLICALLOYS
UNDER TRANSIENT CREEP

D. Fedotoy T. Pluzhnikoval. NovgorodoyA. YakovlewV. Feodorov
Tambov State UniversitiRussia
Abstract— The laws of the various strains of amorphous ambeogstalline metallic alloys under transient
creep. Found that the deformation of amorphoug/slénd nanokristallichevkih in transient creep wiep.
It is noted that below the crystallization temparat deformation proceeds heterogeneously above

homogeneously. Morphological features of the caowlitof surfaces and fracture surfaces of samples at
various stages of creep.

|. INTRODUCTION

Metallic glasses (MG) in many references are sintdaordinary glasses and liquid metals [1].
One of the amazing properties of amorphous alleytheir ability to plastic flow. In an amorphous
solid there isn't translational symmetry, and, egpently, the dislocation in the classical
understanding of the nature of the defect. [2] Timesamorphous solid must be completely brittlet Bu
in MG plastic, deformation occurs yet. Plastic defation in the amorphous alloys can occur
homogeneously or non-homogeneous. The evolutiothefstructure of metallic glasses is the most
important problem of the physics of strongly dismetl systems. The actual problem of physics of
disordered media is the study of plastic flow of NM& well as increasing the number of research
methods of their mechanical properties.

In this regard, the goal of this paper is to stwdydeformation and fracture of various
amorphous and nanocrystalline metallic alloys utidarsient creep.

[I. INSTRUCTION FOR AUTHORS

Studies had been using tapes of amorphous Co-Bgstains: Co-Fe-Mn-Si-Cr-B-Ni (AMAG-
170-179 AMAG, AMAG-180), Co-Fe-Mn-Si-B-Cr (AMAG-18AMAG-186) and ribbon of the
nanocrystalline iron-based alloy Fe-Cu-Nb-Si-B (AKA00) obtained by spin-ningovaniya. The
objects of study were the samples measuring 5583)2xmm.There was created and developed a
method of installation of the experiment to testdieep. A sample was helded between two jaws, one
of which is fixedly connected to the upper partted installation, the lower jig in turn was attadhe
the sample and remained in a free state in theimpacby creating initial mechanical stress-tions
~13,5 MPa. Then the sample was placed in an ovemin@® the experiments, the heating of the
samples was determined pyrometer Testo 845. Thenpgeate was 0,65 °C/s. Elongation of the
specimens were fixed on a digital video camera.nTime pro-plagued scan video frame by frame,
which is determined on the basis of the changength of the sample during the experiment.

There were built dependences of relative sampédetiohation from time.

Prior to the crystallization temperature accordimghe observed long stops corresponding to a
certain amount of deformation. After the temperatoir crystallization of the dependence varies. $top
of deformation become less long-inflammatory, aimel htumber of deformation jumps at a fast rate
increases.

It is established that the destruction of the sasflo-based alloys occurs when the strain
reaches 25% and a temperature ~600-700 °C. It tednthat in the Co-based alloys below the
crystallization temperature deformation occurs teetgenetic above homogeneously.

Studies of amorphous structural state at diffegages of the heating carried out on the
fracture surfaces of the samples. For this purpssmples after heating to a temperature of Position
recovered and destroyed by bending. Fig. 2 showsnibrphology of the fracture surface of the alloy
samples AMAG-186. It was established that the samat a heating temperature of more than 400 °C,
there is a pronounced grain structure. With indreasemperature, the heating of the sample size
increases crystals. When heated to 400 °C is d@hewgize of 100 nm while heating to 500 °C and 600
°C ~ 250 nm and ~500 nm, respectively. Similar gesnare confirmed by X-ray structure analysis.
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The diffraction patterns instead of "halo", typidalr amorphous structures there is a series of

diffraction peaks.
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Figure 1 — Dependence of the strain%) of the time (t, ¢) for the alloy specimens AKBAL83
(1, 2, 3 - various samples of the same allQy) drystallization temperature
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Figure 2 — Grain structure on the fracture surfafdbe sample alloy AMAG-186 were heated 600 °C

It is found that the destruction of the samplegissous at temperatures above 600 °C. It was
also noted that the crystal grain textured aloregdhis of tension. In the destruction of the sample
thickness in the formation of sink marks is redute&% from the initial condition, and corresponds
to approximately 1 micron.

Formation of steps on the dependences-@rconnected with the fact that when the crystals
separate shear bands locked to them and deformadibdevelops. This corresponds to a long time-
recurrent periods in which the development of teédnation occurs. As the temperature increases
the number of crystals and the number of shear dpaidbove the deformation temperature
crystallization becomes homogeneous and its baakgroblocking strips deformation becomes
significantly less time. Creep goes into steadtestaroughput of the abrupt flow.

Fig. 3 shows the dependence of the strain verswsfor alloy AMAG-200. Deformation has a
stepwise character.

Samples of the alloy AMAG-200 under specified ctiods of the experiment are not
destroyed, the relative de-formation samples is.15%

Fig. 4 shows the morphological peculiarities of theface of the alloy samples AMAG-186
under-vergnutyh heat 400 °C.
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Figure 3 — Dependence of the strain%) Figure 4 — The formation of oxide particles
of the time (t, ¢) for the alloy specimens AMAG-2(1Q 2 on the surface of the alloy samples
— different samples of the same alloy) AMAG-186 were heated 400 °C

It can be seen that heating the samples leads etcapipearance of the different surface
structures, the size of which increases with ingirepheating temperature. The element composigon i
established that they are the oxides of the vamoasponents of the alloy. On the surfaces of theyal
AMAG-200 depending on the heating temperatureafypearance of different colors occurs ran-STI.

[1l. CONCLUSION

Thus, it is experimentally found that the deforraatof amorphous and nanocrystalline alloys
in transient creep stepwise. It is noted that therahous alloys appear first deformation jumpshe t
crystallization temperature. As the temperaturaetses the time between adjacent irregular, and the
magnitude of the deformation jump remains almosstant.
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SIMULATION OF POLYMOLECULAR ADSORPTION
OF HYDROGEN AND OXIGEN ON CARBON NANOTUBES

A. Chashynskw. Barkaline
Belarusian National Technical Universitylinsk Belarus

Abstract— Polymolecular adsorption and dissociation ofrbgdn and oxygen molecules during adsorption
on carbon nanotubes are discussed.

|. INTRODUCTION

The developingf the technology of selective deposition of vextiig and horizontally oriented
with respect to substrate surface carbon nanotGIT) arrays seems one of the most promising
achievements of modern nanotechnology. Such amagg consist of single wall and multiwall
nanotubes with diameter from dozens to hundredematers and lengths up to several micrometers
and present an example of highly ordered dispemsigdium with significant contribution of van der
Waals interactions to all thermodynamic propertésthe material. Main task of simulation of
adsorption on carbon nanotube arrays is the datatron of the adsorption type (physical or
chemical) and the adsorption characteristics (tleation of adsorption sites, adsorption bond length
and energies).

[I. SIMULATION AND DISCUSSION

In present paper quantum mechanical calculation® warried out using density functional
theory implementation in NWChem quantum chemistagkage [1] in local approximation. It is
necessary to stress that DFT usually do not desériig-range behavior of eteonic density properly
because of the rapid decrease of Gaussian funciibieng distances. In NWChem there is special
correction accounting van der Waals interactiondistant atoms. This correction is described by
additional term in interatomic potential:

Nagom=1 Natom Cg

Ew="% 2 2 —6(1+ e“’(RJ/FSVuw—l))‘l

= jEn R

(1)

Factors, in (1.43) is defined by the exchange-correlationctional and basis set chosen. For

exchange potential B3LYR; is equal to 1.05. Theng!=yC,C, is the factor of dipole-dipole
polarization interaction betweesth andj-th atomsr,,, u R are van der Waals radius and interatomic
distance correspondingly. Parameders used for control the interaction at intermeglidistances.

To study multi-molecular adsorption and to takeoairt of the interaction in the adsorbed phase, we
used in computation exchange functional of thetedacdensity B3LYP, but in the atomic basis 6-
31G. A {16, 16} tube fragments4H1g0f larger area was used for the analysis. Quantechanically
optimized hydrogen molecules were placed above fthgment. The performed computation
ascertained that molecular hydrogen is capabletif physical and chemical adsorption on nanotubes
and in chemical adsorption, the hydrogen moleceleags into atoms which get attached to different
carbon atoms of the nanotube. In physical adsarptlee adsorbed hydrogen forms a lattice, which in
the general case is incommensurable with the nbadaitice when the hydrogen atoms in a molecule
are arranged vertically or horizontally with respex the nanotube surface. In this case it becomes
impossible to refer the adsorbed molecule to aasetiexagonal cell of the nanotube, and a single
adsorbed hydrogen molecule takes the larger ar¢laeofanotube surface than the area of the statec
cell. The effective adsorbing surface of the nabetdiminishes accordingly. It should be noted that
contrast to the molecular-dynamics computation,véréical orientation of the hydrogen molecules in
physical adsorption seems preferable in terms efethergy criterion. For three adsorbed hydrogen
molecules, the energy gain in this case is aboutn2¥. Moreover, in vertical adsorption, the area
taken by one hydrogen molecule is smaller thanha ¢ase of horizontal orientation of adsorbed
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molecules. The character of hydrogen adsorptiothennanotubes becomes more complicated with
due account of chemical adsorption when the hydrogelecule decays into atoms which bond
chemically with the carbon atoms of the nanotulpephysical atomic adsorption, as well as in
molecular one, the distance between the hydrogem anhd the nanotube is approximately 2.7 /8,1
while the interatomic distance in the hydrogen roole is about 0.A. With the distance between the
molecule and the nanotube reduced by half (thenlist to the carbon atom is 1A4, the hydrogen
molecule dissociates and the chemical bonds ammefrbetween the hydrogen atom and the
neighboring carbon atoms of the nanotube, withlémgth of C-H bonds being 1.R. When other
hydrogen atoms are added to the system, the chieboca can either appear or vanish. Various
structures of the adsorbate are possible in muteoular adsorption, including both chemically and
physically adsorbed phases.

Fig. 1 shows the dependence of the depth of therpiilsn minimum on the adsorbate
structure. It is worth noting that in accordancehwthe quantum mechanical approach, the value of
energy includes the total energy of hydrogen maéscin the ground state. As is seen from the plot,
the point H2 (four physically absorbed hydrogen moleculesjcaigs the loss in energy (4.502 eV) in
comparison with the structured2 H H (three physically adsorbed hydrogen molecules phes —
chemically adsorbed with dissociation). Thus, ptgisadsorption is preferable as it gives the energy
minimum. It should also be mentioned that in phgisiadsorption, the mutual orientation of the
hydrogen molecules is not fixed. In this regardjrtg account of the rotational degree of freedom of
the adsorbed phase may appear important for thé/sieof the adsorption characteristics of
nanotubes. This fact can obscure the kinetics sbmdion processes on nanotubes.

201
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Figure 1 — Adsorption energy for different struetsiof the adsorbed phase.

The obtained data enable us to state that the gdronolecules form quasi-regular structures
on the basis of the triangle lattice with the periledependent of the period of the graphene lattice
Since in process of adsorption of hydrogen molegulbey may dissociate into atoms, particular
attention was given to studying adsorption of twdrogen atoms on the external wall of the nanotube
{16,16} in a wide range of interatomic distancesdatme distances between the atoms and the
nanotube. The hydrogen atoms move along the basisvof the graphene lattice, the motion starts
far from the carbon atom. The height of the hydrogsms over the nanotube fragment is from 0.8 A
no 2.6 A, the van der Waals interaction is taken iatsount. The binding energy of the hydrogen
atoms on the nanotube surface is calculated asnfsil

ESorb = E Tube 2|:E |

System

2)
where Egye, is the energy of the nanotube fragment {16,18},, is the energy of the structure
consisting of the nanotube fragment 16x16 and lgaitcatoms,E, is the energy of the hydrogen

atom. The research results are given in Figure 2.
Computation was made on the grid cluster BY-BNTU.
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Figure 2 - The structure of the system “two hydrogeoms — the fragment of carbon nanotube”
and the dependence of the hydrogen binding eneitytie CNT fragment on the position
of the hydrogen molecule over the surface of thehie fragment

[1l. CONCLUSION

The simulation task of the adsorption of gas mdeswn carbon nanotube arrays has
hierarchical nature. It begins at quantum mechamésal where electronic properties of adsorption
system are studied and the physical or chemicahctexr of adsorption is determined with calculation
of corresponding parameters of adsorption sitegnTinteraction in adsorbed phase is studied and
spatial distribution of adsorbed molecules is of#di In the cases where physical adsorption
dominates the molecular mechanics methods canditfasthese studies.
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NOVOSADOV'S METHOD OF MOLECULAR HARMONICS
RESEARCH FOR QUANTUM MECHANICS COMPUTER MODELING

Ya. Douhaya
Belarusian National Technical Universitylinsk Belarus

Abstract — Analytical solving of single-electron Schrédingequation in Columb multi-nuclear field
proposed by Novosadov results with molecular olbitapresented as linear sum of hydrogen like aldit
centered in atom cores. Author research a podgilufi Novosadovs method application for modeling of
atoms and molecular systems. Results of calcukatioh H2+ electron density and interaction energy
dependence on distance for H-H, C-C and metanaoh4epresented.

|. INTRODUCTION

For solutions of the Schrodinger equation, vari@pproximate methods including Self
Consistent Field and Density Functional Theory @smg. To construct the wave function Gaussian
orbitals are used, which are poorly reproduce tbet®n density distribution in atoms and molecules
and have the wrong asymptotic behavior at a distémen the nucleus. Novosadov proposed methods
of construction and algorithms for computing mekirter matrix elements in the basis of atomic
orbitals with the exponential asymptotic behavighich include Slater hydrogen-like functions, and
Bessel functions. Developed algorithms are univdgaall orbital types are numerically stable and
allows to achieve any accuracy.

[I. SINGLE-ELECTRONSCHRODINGER EQUATION SOLVING

For solving problem of one electron moving in tireed nuclei field Shcrodinger equation could be
represented as

1 N_ _
(E p2 - Zzara 1}// = By
a=1

1)
wherer, = |F - f{a |?|§a - electron and- nuclei coordinates correspondingly.
In the electron pulse space equation (1) is reptedeas integral equation:
—¢>w@) jZequp—waxup—ﬁW‘%wﬁ)d%r=Ew@) (2
=1

Equation (2) can be transformed to angle pulsealbeiby stereographic projection on the
Riemann sphere:

Pot(@)y(ad, )= (2n*) [ ZE.P ) 4sin(w/2)] ¥(a"6", * )iy

3)
After applying bilinear expansion
" oo nN-1
(4520 12)] 1= 35 0 04 W) (4)
n=1=0m=-|

ed. (3) leads to matrix equation
Tc- polc= 0,(5), where py = (2E])*'?

Finally, discrete electron specter solving reduechatrix equation
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A(pp )C—polc=0 (6)

Elements of matrix A are calculated as

'n'I'm' _ —171/2an'I'm' 3
Aaanrl]m M= [ZOLZS' (nn*) 7] Srrl]lmm (Raa' )s (7)
St ™ = 372 pg%2unim Ry (O T, nim; NLM) (8)
NLM
T(n' ' m', nim;NLM) = (222) ™ [4p5(6 + P?) ™1 1 (QDnim( Q) (29)d (9)

Whereup y (R)- hydrogen like orbital, anB,, — distance between Ra and Ra atoms centers.

Fixing parametr p0 in the matrix elements we cad 8pecter p0i(p0). Points where the curves p0i(p0)
cross line y=p0 corresponds solving of eq. (6) emisequently eq. (3).
When parameter p0O and eigvectors are found wawifumcan be introduced as

N
¥(r)= po" X X(Za /)Y 2CnimUnim(T = Ra) C)
o=Inlm
Where gnmiS anmelement of eigenvector ¢ and
NO[jh-nf+1n+n-1], LOJA+1'], M=m-m; N>L, L=M|

[Il. ATOMIC SYSTEMS PROPERTY CALCULATIONS

On the figure 1 specter pOi(p0) calculated for mhelecula H2+ and C2 are represented. Matrix A
degree is reduced to 10x10 by setting maximumz2 fccording to figure 1 a) there are 4 solution fo
pO . Others curves cross line y=p0 only in po=0.
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a) b)
Figure 1 — p0i(p0) calculated for a) H2+ b) C2
On the figure 1 b there are 10 solutions for pGexponding to energies of ten orbitals formed
from atom C orbitals and four additional solutiomkere curves cross the line y=p0 corresponding
higher energies that may be caused by matrix remtuand not have physical sense.

The value of two lower wave functions square icwalted for the systems of two hydrogens
atoms where distances between atoms are 1.7 and @Gigure 2 a,b).
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Figure 2 — Wave functions square calculated fosistems of two hydrogens atoms

Figures 2 a,b shows that molecula H2+ has bindmd) antibonding orbitals which trend to
atomic orbitals when the distance between atomsease. Calculation of one-electron energy
dependence in field of two proton represented garé 3 shows that the Matrix A reduced to n=1 is
insufficient to correct calculation of electrontsta

When the p0 is maximum of possible solutions ajeavalues of matrix A are smaller than pO
and when the p0=0 all eigenvalues are biger. Thexehe number of solutions in the field more than
some value can be calculated as the number of \eagiees curves above the line y=p0 for pO=value
when there are no more than one crossing withitleeyEpO for every curve.

[1l. CONCLUSION

Developed by the authors computer implementatiom®imethod of molecular harmonics can
solve the one-electron problem, which has importaebretical value in quantum chemistry. The
calculated energies and the lower orbital wavetions of simple atomistructuresre consistent with
those of experimental and theoretical studies.
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MOLECULAR DYNAMICS SIMULATION
OF CARBON NANOTUBE ARRAYS RESPONSES ON MECHANICAL
AND ELECTRICAL HIGH FREQUENCY FORCES

A. PletezhowV. Barkaline
Belarusian National Technical Universitylinsk Belarus
Abstract— Torsional mode excitation of carbon nanotubedtriim high frequency electric field is revealed

by molecular dynamics numerical experiment. Sigmapagation in linear chain of carbon nanotubdselin
by van der Waals forces is discussed.

|. INTRODUCTION

Study of carbon nanotube bundles behavior in elewgnetic field is of essential interest in
the design of nanodevices of radio and UHF frequargions [1]. This interest is caused by the
existence of resonant properties of carbon nanet@NT) and significance of van der Waals
interactions in determining of the dynamics of Chffays, which lead to strong nonlinearity in their
behavior in electromagnetic and acoustic fields.

The most applicable method of simulation of CNTdsheanosystems seems to be the method
of molecular dynamics, which implies the calculatiof trajectories of all atoms of the systems by
numerical integration of classical equations of imowith empirically defined force fields descrilgin
interatomic interactions [2].

[I. EXCITATION OF CNT BUNDLES BY HIGH FREQUENCY ELECTRIC FIELD

In the presented paper we used the molecular dysgmackage NAMD (NAnoscale Molecular
Dynamics) [3] with graphical interface VMD (Visu&olecular Dynamics) [4], which are freely
available. NAMD package uses the CHARMM force fieleveloped mainly for the description of
intermolecular interactions in biopolymers. Itsgs&or CNT array modeling seems to be proved too.
The system under study was the array of sevenlglan@notubes cupped from one side with length
200 A and diameter 13 A with chirality parametet {10}. CNTs formed regular triangle lattice with
minimal intertube distance 6 A (Figure 1, initight® picture). Nanotube cups can have manually
introduced electrical charges, which are totallympensated by opposite charges at graphene laye
placed under the array. Harmonically varying charge the array and graphene layer simulated the
external electric field with frequency 25 GHz. Siation results for several times are presented in
Figure 1 too. Total simulation time was 41 ps.

The data presented show the excitation of bindimgles as well as torsional mode of CNT
bundle. The last observation seems to be new aedpected. Besides that the small amplitude
vertical motion of CNT was observed with frequemoych more high then frequency of charging
which corresponds to the excitation of vibratiogiglen mode of traction-and-compression type.
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Figure 1 — Torsional mode of CNT bundle under ttt@a of an electrical field
I1l. PROPAGATION OF EXCITATION INCNT LINEAR CHAIN

In Figure 2 the results of simulation of the medbahnexcitation of CNT linear chain are
presented. The system under study was the arragwdn one-side cupped nanotubes with length
200 A, diameter 13 A and chirality parameters {09, Before geometry optimization parallel CNTs
formed linear chain with minimal intertube distaricke A. After such optimization one get the array
configuration presented at the first picture inUfgg2. Total simulation time was 100 ps.

over 4 ps
over 15 ps mn over 17 ps

over 20 ps over 35 ps

over 100 ps

over 82 ps

Figure 2 — CNT chain excited by giving the velaesti
to the atoms on the cup of first tube in transveatgaction
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The idea of numerical experiment was the mecharesaitation of the array by giving
transversal velocity to the atoms of the cup dftfiube and observing the propagation of excitation
through the chain due to van der Waals interactamte state of the array is interpreted as ttiecef
of input signal. Varying the signal one gets vasimwtput state of the array. In principle, suclayarr
plays a role of analogous memory nanodevice.

It is necessary to note that displacement amplinidéhe tubes decreases with the distance
along the chain and for fifth, sixth and seventhetithe displacements have not component clearly
corresponding to the input signal. The responsth@osignal does not propagate further forth tube.
Additional studies are needed for clarificationstliamping and memory effect. In principle such
linear array could be used as learning elemenanbsize artificial neuronal network.

I\VV. CONCLUSION

Numerical experiments on the electrical and medahréxcitation of carbon nanotube arrays
of various form are realized with the NAMD+VMD sitation packages. For CNT bundle in high
frequency electric field the excitation of torsibnaode is discovered. For CNT linear chain arragy th
damping of the mechanical excitation is found aadridlary memory effect is described.
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AB-INITIO SIMULATION OF VANADIUM OXIDE
ELECTRONIC PROPERTIES

V. Koleshkd, A. Gulay, V. Gulay,
|. Bobachenok O. Kozlov4, V. Nelayeb
'Belarusian National Technical Universijtylinsk Belarus
“Belarusian State Universities of Informatics andiRalectronics Minsk Belarus

Abstract — The modeling of the electronic properties of adinm oxides with the effect of the Mott—
Hubbard was conducted. Software package VASP wed as the simulation tool, in particular,r methdd o
augmented plane wave (PAW-method). Calculated releadensities and the band structures of vanadium
compounds of homologous seriegOyf.; and \,O,.; are presented.

In order of effect high quality of NDTCS-2013 Cordace Proceedings the authors are
requested to follow instruction given in this saepéaper.

The crucial feature of some transition compounda jamp of conductivity with increasing
temperature or pressure, which can reach many omfemagnitude (the effect of Mott-Hubbard).
Mott-Hubbard insulators are crystals with dieleciroperties, the manifestation of which connected
with the strong electron-electron interaction, bot with the influence of the periodic field of the
lattice crystal (as in usual insulators or semicmtars). This state realizing in the case when the
energy U of the electron-electron (Coulomb) inteoacis greater than the average kinetic energy of
the electrons. In that case, a measure becameidlie of the allowed band W. A simple band diagram
of a solid state is suitable, when U < W, and, ifW, the energy band may be partially filled with
electrons, as in metals, but electrons locateddpacant atoms inhibit to the movement of electrons
required to charge transfer. Due to the manifestati the repulsion forces they localize each ebect
in its atom that actually turns into a dielectriaterial.

Typical representatives of materials with the "ri@taulator” transition are homologous series
of vanadium oxides/,0On+1 and V,On1. A software package VASP (Vienmgb-Initio Simulation
Package) was used as a simulation environmentsaéléctronic properties, which implemeiats-
initio approach to quantum-mechanical calculations inemwéar dynamics (MD)Ab-initio method
uses pseudopotentials system with sets of basitesls of plane waves. This approach, implemented
in the VASP, based on the local density approxiomafa free energy as a variable value) and accurate
estimation of instantaneous electronic ground stateach of MD-step and also using of effective
diagonalization of the matrix schemes and effedduiey mixing.

The interaction between ions and electrons in tfevare package is described by Vanderbilt
ultrasoft pseudopotential (US-PP), or a method amjed plane wave (PAW). Both methods allow
for a significant reduction of required number ddree waves in the transition metal atoms. Besides,
VASP relatively simple calculates strength valuesich are used for relaxation of atoms into ground
state. VASP also allows to trace the displacemétiteoindividual particles in the system and eviua
their self-diffusion coefficients, to calculate tlaverage change time of the nearest neighboring
particles, and to identify a range of other phylsm@aperties. Particularly attractive in the stuofy
active sensor materials is the ability of using \WASo calculate the dependences of these
characteristics on the temperature and the extarmhinternal elastic deformations.

The main methodology used in VASP involves the tsatuof the Schrodinger equation for the
electron-nuclear subsystem of the modeled strucince evaluation of the final full energy of the
system, forces and other parameters and valuesméfieod used in this paper is the PAW-method,
which allows properly calculating the lattice cargs, adequately estimating spin-polarization and
physical properties of the materials. The problemmmdeling atomic structures and electronic
properties of rare-earth compounds in a generah fiovolves finding optimal calculation algorithms
in the VASP software package, estimating input ipatars of the modeled system for attaining the
required precision and selecting a methodologwttequate determination of properties of the sensory
materials in question.
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The idea of the used algorithm is that the caleutst start from a relatively small number
atoms inthe modeled crystalli, afterwards based on these results the structutranslated to th
required sizeAlthough before that a number of tests are, for example the optimal number of poi
that determine the degree of fragmentation of &uogprccal space is calculat, the minimum energy
of the modeled system is evaluated as. The number of points determines the precision el
determined atomic coordinates in the la: for dielectric materials ten points per unit ce# noug.

A cubic lattice structure of the3m (No. 225)space group was used to represent a prin
cell of VO (Fig. 1).The following procedures were used for modelingachnm oxide: creating input
files with the simulation tay relaxation of vanadium oxide lattice struct;, analysis of the
compounds lattice unit celtfetermination of electronic properties of vanadioxide. The static self-
consistent potential of the crystallographic stumoet of the compound was calculateder the
relaxation proceduréhe results were obtained in the form of DOS antezdiagram structure at t
k-points of the Brillouin zoneL-I'-M-W-X-L (Figs. 2, 3).

The unit cell \\Og was performed using the orthorhombic crystal stmgciof Foma (NO. 62)
space groupThe Fermi level of compound 0.57 eV,a direct transition value 1.05 eV at Tk-point
(in the calculation of the band structure diagranthenfollowingk-points of the Brillouin zor: X-D-
Z-T-R-S-X). V.05 orthorhombic crystallograpt structure of the space groummn (No. 59) was used
to represent the unit celfhe Fermi level of ,Os is 0.51 eVndirect transitions was observed &I’
and R-Y k-pointstfaversal path -D-R-Y-S). VO, compound characterized with an indirect trann
with value 0.9 eVwherein the maximum of the valence band is a-poini, and the minimum of the
conduction band is at M geint (traversal path - Z-L-M-X-R-2).
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Figure 1 —Primitive unit cell of VC Figure 2 VO density of state, Fermi level
Q — vanadium,0 — oxygen is equal to -2,22V and sets at zero pc
Energy, eV
5L Ao g %
20} — |
15

10 [ T~~~ %
| = >
_\_——
L é —_—

0 7 Traversal

L r M W X  path

Figure 3 — Zone diagram of VO structure

The analysis of the zone diagram shows that VOanasidirect gap transition with a value
0.38 eV,wherein the maximum of the valence zone is at th&-point and the minimum of tr
conduction zone is at the Wpoint.
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INVESTIGATION OF ELECTRONIC STRUCTURE
OF HEUSLER ALLOYS: CUBIC AND TETRAGONAL CELLS

T. Breczkd, J. Tamulien®
YUniversity of BialystokPoland
2Vilnius University Institute of Theoretical Physics and Astronoirithuania

Abstract— The work is devoted to the Heusler alloys asmdiate for applications in spintronics. On the
basis of experimental studies the electronic stirecof these alloys by computer simulations wenied
out. Hence, the purpose of our work is to simulatid to explain the variety of structural propertéshe
Ni,MnGa and CeMnGa compounds by using state-of-the-art computati@b-initio methods. The total
energy calculations for the cubic and the tetrafostauctures, band structure and its nature and
magnetizability have the compounds are investigallbd obtained results will explain the dependesfabe
magnetic properties of the alloys on the geométstaicture as well influence of Co and Ni on these
properties.

|. INTRODUCTION

Half-metallic ferromagnetic alloy have been studasia candidates for the metal-based the
spintronic-logic devices. Among many half-metaficromagnetic materials special attention has been
done on Heusler alloys such asMinGa and CgMinGa that show high Curie temperature and high
spin polarization [1-5]. Several studies by meahs{gay and neutron diffraction measurements
indicate that the alloys present;L&ructures with mainly ferromagnetic ordering [Bpwever, R. J.
Kim and et al. found a well-ordered crystallinetstaa disordered state, and crystalline state arth
intermediate order and exhibited influence of dtrted order on the physical properties of the
CoMnGa films [7]. The similar phenomena for the;MnGa are described in work [8]. More often,
the substrate temperature is mentioned as haviamatic effects on the structural ordering and
magnetic properties, however the effects of strattdisorder on the various physical properties of
these alloys are not fully understood. Moreovee, dependence of electronic structure on the alloy
geometrical structure is insufficiently describdthaugh it could be the main reason to understand
what can be responsible for many of the alloy prioge

Hence, the purpose of our work is to simulate anelxplain the variety of structural properties
of the NpMnGa and CeMnGa compounds by using state-of-the-art computatiab-initio methods.
The total energy calculations for the cubic andt#teagonal structures, band structure and itsreatu
and magnetizability have the compounds are invaistty The obtained results will explain the
dependence of the magnetic properties of the alboythe geometrical structure as well influence of
Co and Ni on these properties.

Il. RESULTS

At present time quantum mechanical investigatiothef NbMnGa and CgMnGa possessing
L2, structure were investigated. The views of thecstmes are presented in Fig. 1. The aim of the firs
investigation is to establish how the electronioparties of the alloys are changed when the Ni atom
in the lattice are changed by the Co atoms andwecsa.

Let us to remember that the Co and Ni atoms aferdiit not only due to different electrons
but also due to electronic configuration. The Canaglectronic configuration is [Ar]43d’ while Ni
one is [Ar]4$3d® and [Ar]433d”. Thus, there is some disagreement as to whichNthelectronic
configuration should be considered the lowest gneanfiguration [9-11].0f course, the isolated
atoms and atoms in the compounds electronic cordiguns are different, but it could be essential to
explain properties of the compound that is relatéd charge redistribution.

First, our investigated systems are open shelesystdue to odd number of the Mn atoms.
However, the highest electronegativity numbers, twhdicate ability an element attract electrons
toward it, are the Co and Ni atoms in the invesédaompounds. Indeed in our investigategMiGa
compound the largest negative charge possessewiNsawhile charge of the Ga and Mn atoms is
positive or negative (Fig.1). Moreover, the charggeot distributed equally that leads to appeararice
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the high dipole moment (144.67 Deby) with large @bmponent (dy=139.63 Debye) that could
indicate concentration of the negative charge aad¢,onsequence, large uncompensated spin presenc

Indeed, the largest spin densities are obtainetth@mn atoms that electronegativity is smaller
than Ni (Fig. 2). Thus, we predict, that it coulel lappens due to an electronic configuration clenge
and different oxidation states of the atom presente the different places of the investigated
compound. Hence, the Ni atoms attract the electtonfoerm chemical bonds, while an additional
electron is located on Mn atoms mostly due to thenfiguration of d orbital [12]. It is necessapy t
remember that only Mn atom could have oxidativéessaich as -1, -2 or -3, while other atoms of the
compound oxidative state is positive and indicdiat theses atoms may not accept an additional
electron. It is necessary to pay attention to d#ffié spin densities on the Mn atoms located iredzffit
places of the investigated compound (Fig.2). Thius,results obtained indicate geometrical structure
of the compound is important for their magneticgandies.

The above conclusion is confirmed by the invesingatresults of the NMng3746Ga& 625
compound (Fig.3). It is clear to see the largest dpnsity on the Ni atom, when Mn atom is changed
by Ga.

V6519

Figure 1. The 3D Mapped Isosurface of Electrostatic Figure 2. The 3D Isosurface of Total Spin Density.
Potential of the NMnGa compound. The light grey The light grey colored bubble is Ni,
colored bubble is Ni, dark grey — Mn and black -Ga dark grey — Mn and black —Ga.

ks

Figure 3. The 3D Isosurface of f the total spigNNig 37:Ga 625 alloy.
The light grey colored bubble is Ni, dark grey — &ind black —Ga.

It is necessary to mention that the last one sysseahosed shell system, i.e. there is no free
electron. In this case, the Ni atom possessindhitiigest electronegativity numbers attracts elestron
toward it. However the spin density on the Ni atisrequal to O approximately due to several reasons:
the attracted electrons may form chemical bondstlaee is no the free electron
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CONCLUSION
The primary results of the investigations exhibitedt the spin density of the MinGa alloy

are atom placement depended.
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ELECTRONIC PROPERTIES OF QUASI-TWO-DIMENSIONAL
MOLYBDENUM DISULFIDE WITH COBALT IMPURITIES

O. Kozlova V. Nelayev
Belarusian State University of Informatics and Retiectronics Minsk Belarus

Abstract — In variety of new materials a special place hoidterials with nanoscale structure. Two-
dimensional materials has attached a great attediie to its outstanding physical phenomena ocduate
the nanolevel. There is a big interest in transiicetal dichalcogenides, due to their layered &ire¢ they
have extremely anisotropic properties, and theeefom intercalation processes easy to conduct. Rdduc
dimensionality can sometimes lead to magnetic hiehav systems, which are not magnetic in the builkat

is why our investigation is aimed to determine pussibility of molybdenum disulfide (Mg magnetic
properties manifestation under cobalt (Co) impesitcondition. Electronic properties study of quasi-

dimensional structure of MeSvith Co impurities are presented. Calculationsenearried out using VASP
(ViennaAb initio Simulation Package).

|. INTRODUCTION

Recent studies have demonstrated the importantafoleanostructures in various fields of
science and technology. Thus, molybdenum disulda “layered” transition metal dichalcogenide
semiconductor with an indirect band gap that haaced considerable interest in connection wgh it
catalytic and electronic properties [1]. The “lagd” structure of Mo% (Fig. 1) is formed by a S—Mo—
S sandwiches bonded together by weak Van-der-Waadss (hexagonal unit cell parameters: a =
3,12 A; b =3,12 A ¢ =11,98 A) [2]. The two-dimemsal unit Mo$ cell has one Mo atom and two S
atoms. Each of the Mo atoms is coordinated to satdms in a triangular prismatic form. However,
considering that Mo layer doesn’t lies in one plari S layer it would be more correctly to conaud
gquasi-two-dimensional structure of Mp8ecause of the weak van der Waals interactiotvsdas the
sheets of sulfide atoms, Mg8as a low coefficient of friction, resulting irsitubricating properties.
MoS, may be mechanically exfoliated using scotch tape&reate 2D Mos samples, similarly to
graphene. Moghas a number of unique properties, which allopoiential applications in transistors,
flexible displays, and optics [3].

e © o o o & ©
e © 6 o o o .ﬁ 'ﬂ'
._";-,fﬂ.f.'.r.
L- P '_:-.J-.f"ﬂ
‘e e Jo e

Figure 1 — Crystallographic structure of quasi-tvmensional Mog
[I. METHODOLOGY

Nowadays a very important further step in electtqmioperties prediction is development of
modern methods of materials simulation. Thus, frrtiprogress in understanding of physical
phenomena at nanoscale level may be realized byofuab initio simulations taking into account
difficulties of experimental nanoobjects investigas.

A rather interesting problem is the investigatidmanostructured materials with impurities of
magnetic metallic fragments, due to which manitestaof significant magnetic properties became
possible as it was with the ternary compound TIMBN}.
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The research presented in this paper aims to igadstthe electronic and magnetic properties
of quasi-two-dimensional molybdenum disulfide wittmpurities of cobalt, a well-known
ferromagnetic metal. The study of spin-dependeonpgnties of two-dimensional structure of MoS
with Co clusters impurities was carried out by neaha software package VASP (VienAh initio
Simulation Package) [5, 6]. The interaction betwt#enions and electrons in the simulated system is
described by the Plane Augmented Waves (PAW) meWitth the use of program package VASP it
Is possible to calculate the forces and stresskghware used to relax atoms into their groundestat
GGA-PBE pseudopotentials were applied for desanpbf the interaction between the atomic cores
and electrons. The calculations were performedgugperiodic conditions. In order to exclude the
influence of impurities on each other a super-ath size of 6 x 6 hexagonal unit cells of MoBas
created. Energy cutoff of 500 eV for the plane-waxpansion has been used.

[ll. RESULTS ANDCONCLUSION

Calculation results analysis of electronic densiigtes and band diagram (Figs. 2, 3) of the
perfect Mo$ quasi-two-dimensional structure and Ma$ructure with two Co-impurities shows the
presence of additional energetic levels locatedr teaband gap midpoint. Co impurity cluster
increasing causes a sharp narrowing of the bandt@ap9l1 eV and increasing of the magnetic
moment value from 0.0008 puB (perfect quasi-two-disienal structure) to 1.94 uB. Despite the
observed changes of the electronic and magnetepiies with increasing impurity cluster, most of
the Mo$S structures still retain direct band transitione$é facts suggest the possibility of using two-
dimensional Mogas a structural element for sensor and spintrdenmices.
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Figure 2 — DOS (a) and energy bands (b) of theeperfuasi-two-dimensional Mg@Structure
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Figure 3 — DOS (a) and energy bands (b) of quasidinensional
MoS, structure with two Co-impurity clusters
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Thus, within the framework of density functionaétny using the software package VASP spin-
dependent properties of quasi-two-dimensional MetBucture with different size of Co impurity
cluster were studied. lit was shown a significaffea of Co impurity cluster on the electronic and
magnetic properties of M@SFurther research in this area will allow to stildyletail and explain the
effect of impurities on the characteristics of istigated semiconductor.
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SIMULATION OF INTERACTION BETWEEN
BACILLUS SUBTILIS BACTERIA AND SILICON SURFACE
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! Belarusian State University of Informatics and Ratectronics Minsk Belarus
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Abstract— The investigation of the physical and energinaff betweenBacillus Subtilisbacterial cell wall
and the silicon surface is discussed in the frafrfending optimal conditions for efficient immob#ation of
bacteria in porous silicon.

|. INTRODUCTION

The high chemical toxicity of pesticides is strostgted fact. Now it is the main ecologic
problem in the world. Consequently, it is neededreate safe and effective biological products for
plant diseases struggle. Biopesticides, in conttashemical pesticides, are generally charactenmze
high selectivity of action against harmful organssmand by lower non-target kinds toxicity.
Endophytic bacteria are used as the base of swgedticides. They penetrate into the inner plant
tissues and prevent the ingress of pathogens diseat the plant organisms. Next problem is the
immobilization of the bacteria in special “contaisie for example, in pores of porous materials. We
investigate the possibility of the above problemuson in the frame of molecular dynamics
methodology.

[I. OBJECTS OF INVESTIGATION

In this work we investigate the possibility of uaeporous material (porous silicon as wide
known material in microelectronics), which is th@lbgically active material at the expense of
increased chemical reactivity, as a containerHerBacillus Subtilis bacteria. Bacteria, locatedhe
pore, is isolated from external influence, i. ¢.jsi "preserved” and its fermentation processes are
slowed, which will extend the term of the storagd aimplify transportation conditions. The problem
is to determine the physical and energy affinityween Bacillus Subtilis bacterial cell wall and the
silicon surface in order to find optimal conditiofs efficient immobilization of bacteria in porous
silicon.

Bacterial protoplast is surrounded by peptidoglycahich is essentially one giant molecule,
“crosslinked" through glycosidic and peptide boratg] composing the bulk of the cell wall of Gram-
positive bacteria, which include the Bacillus Slisthacteria.

Thus, investigation objects are the fragment oflBaiSubtilis bacterial cell wall (single-layer
system of peptidoglycan molecules (Fig. 1 and 2)Jl ahe surface of silicon with the main
crystallographic orientations <110> and <001> [1,3P Silicon with crystallographic orientation
<111> is not considered in this research, becauseotientation is not peculiar to the pores atail
Since the a typical pore of silicon size order@fesal microns, and the size of the cell wall fragis
order of tens of nanometers, it is possible toewgh the curvature of the pore walls.

[Il. METHODOLOGY

Modeling the interaction between single-layer systf peptidoglycan molecules and silicon
surface performed using HyperChem software packaigeded for the quantum-mechanical (first-
principles) and molecular-dynamic simulations afmaic structures. Force fields used by HyperChem
are MM+ (based on the MM2), Amber, OPLS and BlOasgd on the CHARMM) [4]. The simulated
murein layer is a 16 repeating peptidoglycan mdéuhat linked together by peptide bridges, as
shown in Fig. 2. Obtained structure of murein igwgh in Fig. 3. The spatial optimization of the
murein structure with a view to minimize the potahénergy performed using a force field Mm+ and
spatial optimization algorithm of Polak-Ribiere [5The minimum total energy of a single-layer
murein molecule is about 325 kcal/mol with a staddeviation equal to 0.01 kcal/mol.
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Figure 1 — The structure of the repeating Figure 2 — The single-layer system
peptidoglycan molecules of peptidoglycan molecules

IV. RESULTS AND DISCUSSION

Simulation results of the interaction between ot#di murein layer and the surface of silicon
with the crystallographic orientation <110> showhdt decreasing the distance between the silicon
surface and murein, magnitude of the total potergizergy of the murein layer decreases to
~30 kcal/mol (at the distance ~3A between molecumnolayer system murein and the silicon
surface), which indicates a good affinity betweenrem layer and surface of silicon with this
crystallographic orientation. The results of moaglthe interaction between murein and the surface o
silicon with the crystallographic orientation <OO0Ekowed that the total potential energy of the
molecule murein decreased to only ~98 kcal/mol,civindicates that the physical and energetic
affinity between the murein layer is best posswaleen silicon has crystallographic orientation <110>

| Peptide bridge

Interleaving N-acetylmuramic acid residue
and N-acetvlglucozamine residue

Figure 3 — Single layer of peptidoglycan molecules
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V. CONCLUSION

Thus, the results of investigation presented is plaiper showed: the possibility of using porous
silicon as a container for transportation and sferaf Gram-positive bacteria such as Bacillus $abti
bacteria; an effective method for solving such feots is the method of molecular dynamics; the
surface of silicon with crystallographic orientaticc110> is the best affinity to single-layer of
peptydoglican molecules, which is the cell wall@am-positive bacteria.

ACKNOWLEDGMENTS

This work was carried out under the Project No 08B "To develop and adapt to the
conditions of industrial production methodology graeter optimization of the fermentation process of
obtaining Betaprotektin biopesticide based on nmadieal modeling and investigate the
immobilization of microbial cells using nanostruetd materials".

REFERENCES

[1] W. Vollmer, D. Blanot, M. Pedro Peptidoglycan structure and architecturEEMS Microbiol
Rev, vol. 32,pp 149-167, 2008.

[2] K. Todar, The Genus Bacillus [Electron resource] — Access mode:
http://textbookofbacteriology.net/.

[3] M. Blaber, The Bacteria An Introduction [Electron resource] — Access mode:
http://mww.mikeblaber.org/oldwine/bch5425/lect1@tED.htm/.

[4] HyperCube Inc. Official site HyperChem [Electron searce] — Access mode:

http://www.hyper.com/.
[5] N. L. Allinger, J. Am. Chem, Conformational anak/4i30. MM2. A hydrocarbon force V1 and
V2 torsional terms, Soc., 99, p. 8127, 1977.

128



Antoni, 26

Artyukh, 33

Ashatrif, 93
Bagmanov, 99
Bakeev, 52
Barkaline, 15, 23, 109, 115
Belahurau, 23
Belous, 79
Berezhnaya, 126
Bezrukova, 18
Bobachenok, 118
Borbotko, 90
Borovik, 85
Borzdov A., 67
Borzdov V., 67
Breczko, 120
Britch, 55

Burko, 126
Chashynsky, 109
Chernozatonskii, 33
Chizhik, 60
Danilyuk A., 26, 50, 73
Danilyuk M., 21
Dobrego, 55
Dolmatov, 29, 31
Douhaya, 112
Drozd, 60

Fedotov, 106
Fedotova, 26
Feodorov, 41, 57, 106
Gallyamov, 52
Gaponenko, 93
Gorbunov, 31
Gulay A., 44, 118
Gulay V., 44, 118
Igolkin, 94

Jelezko, 12

AUTHORS INDEX

Karkin, 101
Karkina, 101
Kazeka, 90
Khoroshko, 93
Kilin, 12
Koleshko, 44, 118
Kolomiets, 126
Komissarov, 26
Kondratenko, 52
Kortov, 93
Kostrov, 88
Kozlova, 104, 118, 123
Krasovskaya, 55
Kuptsov, 126
Kurmashev, 63
Kuznetsov, 57
Kuznetsova, 44
Liopo, 35
Litvinovich, 76
Lovshenko, 79
Maly, 39

Melker, 8, 94
Meshkov, 52
Messanvi, 21
Misiewicz, 93
Muzafarov, 52

Nelayev, 70, 79, 118, 123, 126

Nikitin, 35
Nikonorova, 52
Nizovtsev, 12
Normand, 26
Novgorodov, 106
Pletezhov, 115
Pluzhnikova, 41, 106
Podhorodecki, 93
Podryabinkin, 50
Pozdnyakov, 67

Prischepa, 26
Prislopskii, 93
Prudnik, 90
Prudnikava, 26
Pushkarchuk A., 12
Pushkarchuk V., 12
Pustovarov, 93
Rudenko, 93
Rudometkin, 29, 31
Sakova, 63

Salem, 60

Sanin, 99
Shevchenok, 44
Shimanovich, 82
Sidorov, 41
Sidorova, 73
Slesarev, 93
Sohrabi, 93

Sokol, 47, 76
Speransky, 67
Stempitsky, 85, 126
Struk, 35

Sudas, 60
Tamuliene, 104, 120
Tarasevich, 35, 37
Timoshkov V., 63
Timoshkov Yu., 63
Tran Tuan Trung, 70, 85
Trofimchuk, 52
Turtsevich, 79
Vlasova, 18
Yakovenkova, 97
Yakovlev, 41, 106
Yakovtseva, 47, 76
Yanushkevich, 26
Zatrub, 93
Zvonarev, 93

129



Scientfic publishing

NEW APPROACHES TO HIGH -TECH:
NANO-DESIGN, TECHNOLOGY ,
COMPUTER SIMULATIONS

Proceedings of f5International Workshop NDTCS'2013
June 11-15, 2013, Minsk, Belarus

Computer design and composing by V. Stempitsky

Published in author's edition

130



