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Abstract—The paper presents a solution to the prob-
lem of predictive input of user queries for information
systems working with full-text databases. In contrast to
the traditional approach, it is based on the preliminary
automatic construction of a set of suggestions that are
being recognized in the search space itself. The main
advantages of the obtained solution, implemented in well-
known information system, are presented.
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I. Introduction

The majority of modern information systems with
an interactive natural language user interface have the
functionality of automatic completion of a user query. The
most common solutions are based on the generated history
of the previous search, use query logging and/or some
information about the user [1]-[3]. The solution proposed
in our case is focused on information systems working with
full-text databases (FTDBs) and is based on the possibility
of preliminary (before the system exploitation) formation
of a "history"of not yet carried out, but intended search, in
the form of a set of autosuggestions that are automatically
recognized in advance in the full-text database, since the
user queries are going to be addressed to FTDB.

II. The proposed solution

The general formulation of the problem of
autocompletion of user queries in our case states as
follows. Let the query entered by the user at a certain
point in time be represented as the chain:

Wi W, Wy,

D

where each W;,i=1, ..., n-1, n > 1, is a natural
language word, and Wy, n > 1, is a word or a word prefix.
The task of completing a query of the form (1), which
to a certain extent already reflects the user’s information
need, is to automatically generate a list of such, ideally,
grammatically and semantically correct natural language
word sequences that include members of the chain (1).
That means we are dealing not only with sequential

completion of the string of the entered query, considered
as its prefix, but with a more complex procedure, which,
in the general case, involves immersing the part of the
query already typed by the user into the context, namely,
its addition at the beginning, at the end, or even inside.
Moreover, the proposed sequences may not contain all
words from (1), but in any case, they should be ranked
according to their relevance to the original chain. In
addition, the autocompletion procedure can be applied to
the entered query repeatedly (fragmentarily). Proceeding
from the fact that the majority of users follow the already
established practice of formulating search queries and that
they are traditionally more or less focused on keyword
search, the following steps for solving the problem of
generating a set of suggestions to autocomplete user
queries can be proposed in described case:

1) expert analysis based on open source available
datasets of the most frequent search queries and
classification of their types;

2) classification of syntactic structures of queries for
each of their types;

3) automatic linguistic analysis of the FTDB in order
to recognize in its text documents the syntactic
structures obtained at the previous stage and the
selection of all sorts of corresponding lexical
content from the FTDB, which constitutes the set
of autosuggestions P.

There is the classification of the main types of search
queries (the autosuggestions) obtained on the basis of
the expert analysis, and the classification of syntactic
structures for each of their types given in [4]. The following
types of autosuggestions are defined as the most relevant:

1) "simple noun phrase" (moBpexaeHus MeTayuia (metal
damage); 3ammTHBI cioit (protective layer)),

2) "extended noun phrase with prepositional-nominal
construction"(ycTaHOBKa 00OpyIOBaHHS B LEexax
(equipment installation in workshops); o6padotka
MOBEPXHOCTEH B yCJIOBUSX BBICOKOM TeMIepaTryphl
(surface treatment in high temperature conditions)),

3) "extended noun phrase with  participle
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phrase"(mokpbiTHe, CcO3[al0llee 3alUTHBIA cioi
(coating creating protective layer); noBpexJaeHuUs,
BBI3BaHHBIE Koppo3medl (damage caused by
corrosion)),

4) "verb phrase"(co3gaBaTh 3alIUTHBINA clioi (create
protective layer); nmpe10TBpaTUTh MOBPEXKCHUS Me-
tajuia (prevent metal damage)),

5) "sentence subject and predicate" (TOKpBITHE IPEAOT-
BpamaeT (coating prevents); KOPpO3HUsI BBI3BIBAET
(corrosion causes)),

6) "lexicon"(aHTHKOPpO3UIHBII (anticorrosive); cooc-
HO (coaxially)).

There are also requirements formulated for the linguistic
processor that provides automatic recognition of the
above-mentioned syntactic structures in texts from FTDB.
Such recognition was made possible due to the use of the
basic linguistic processor (BLP) [5] of the information
system IHS Goldfire [6], which carries out automatic
linguistic analysis of the input text by stage-by-stage
processing:

o text formatting and normalization: here the text is
converted into a certain unified format that preserves
the stylistic and structural markup of documents as
much as possible; in addition, the text is divided into
paragraphs; headings, subheadings and sections are
recognized;

o lexical text analysis: here the words and sentences
boundaries are defined, the problems of recognition
of proper names, abbreviations, e-mail addresses,
digital and other sign complexes are solved partially
or completely;

o lexical-grammatical text analysis: here the system
identifies the lexical-grammatical category of each
word, taking into account its morphology and context
in accordance with a given classifier;

o syntactic and semantic text analysis: here the
syntactic relations are recognized in each sentence
and presented, as a rule, in the form of a functional
or syntactic tree, in which the words of the sentence
obtain the identification of their grammatical function
and the type of syntactic connection between them
is determined; on this stage of analysis the system
also recognizes the relationships between concepts
expressed by noun phrases, within the so-called
SAO-structure [7]: Subject - Action (Predicate) -
Object, and each element in this structure has its own
attributes [8], [9].

Consider the following sentence as an example:

AHTHKOPPO3MITHOE TOKPHITHE a3pO30JbHOrO0 HaHece-
HHs, CO3/A0IIee 3alUTHBINA CJIOi, MpeJOTBpaIlaeT Io-
BpeXJIeHUs] MeTajula, BbI3BIBaeMble KOpposueil. (Anti-
corrosion spray coating that creates a protective layer
prevents metal damage caused by corrosion.)

Having a linguistic analysis of this sentence performed,
BLP recognizes the following three SAO-relations

presented in Table 1, where HW stands for Headword
(words that serve as a link to a parent relation —
usually Predicate or Noun Phrase, but links to other
fields are possible), C — Conjunction that relates to the
whole relation, S —Syntactic Subject, P — Predicate (verb
infinitive), NP — Nominal Predicate, O — Direct Object,
D — Object in Dative, I — Object in Instrumental, Pr —
Preposition that introduces syntactic Indirect Object, 1O —
Indirect Object, A — Adverbial modifier, In — Introduction
phrase, AO — Action Original, original form of a predicate
in text.

Tab6imua I
Table 1. SAO Fields

Fields SAO 1 SAO 2 SAO 3
HW - MOBPEXACHUSA aHTHU-
MeTaia KOPpPO3HitHOE
MeTajia MIOKPBITHE
a3p030JIbHOTO
HaHECEHNs
C - - -
S aHTH- KOPpPO3Us aHTH-
KOppo3uiiHoe KOppo3uiiHoe
MOKPBITHE MOKPHITHE
a3p030JILHOTO a3p030JILHOTO
HaHeCeHus! HaHeCeHus!
P TIpeIoTBpaIaTh BBI3BIBATH co3/1aBaTh
NP - - -
o) MOBPEKICHH MOBPE:KACHUA 3allUTHBIA
MeTamia MeTamia cIioi
D - - -
I - - -
Pr - - -
10 - - -
Adv - - -
In - - -
AO NpeIOTBPAIIAET | BbI3BIBACMbIE coszpaoee

The SAO-structure is he source material on the basis of
which, taking into account a certain expansion of the BLP
functionality, algorithms for the automatic construction
of autosuggestions of all the above-mentioned types are
being built. These algorithms are based on the synthesis
of the required autosuggestions from the content of the
fields corresponding to each of their types. In particular,
the source for generating autosuggestions of «simple noun
phrase» type are the following fields: Headword, Subject,
Nominal Predicate, Direct Object, Object in Dative, Object
in Instrumental, Indirect Object; for the «extended noun
phrase with prepositional-nominal construction» type —
Headword, Preposition and Indirect Object fields; for
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the «extended noun phrase with participle phrase» type
— Headword, Action Original, Direct Object, Object in
Dative, Object in Instrumental, Preposition and Indirect
Object fields; for the «verb phrase» type — Predicate,
Action Original, Direct Object, Object in Dative, Object
in Instrumental, Preposition and Indirect Object fields; for
the «subject and predicate» type — Subject and Action
Original fields; and all the SAO fields — for the «lexicon»
type.

From the autosuggestions obtained in this way
derivative suggestions are additionally synthesized by
truncating noun phrases with coordinated attributes (an-
THUKOPPO3UITHOE TIOKPHITHE -> TMOKPHITHE (anti-corrosion
coating -> coating)), and considering only the main words
of noun phrases (koppo3usi MeTamia -> Koppo3us (metal
corrosion -> corrosion)). In addition, these algorithms take
into account the following important circumstance. One of
the main criteria for the relevance of a suggestion for the
automatic completion of a query is its informativeness, as
a separate query or its part, in a given subject domain [10].
For example, noun phrases obtained from introduction
constructions, such as «B ToMm uucie» (amongst other
things), «B GOJIBIIMHCTBE CiTy4yaeB» (in majority of cases)
— «TO 4KCO» (e.g. other things), «GONBIIMHCTBO CITyYaeB»
(majority of cases), — firstly, cannot be a separate query,
and secondly, due to their obviously poor informativeness,
are also a bad part of a query. This fact is confirmed
by the absence of such bigrams and trigrams in the lists
of user requests available in open sources [11]-[14]. In
addition, certain filtering is required, for example, for
such noun phrases as « T.H. )keJiTas pxxaBuuHa» (so-called
yellow rust) because elements like certain abbreviations,
which are more typical for formal style, are low-frequent
in user queries [11]-[14]. The studies carried out in this
aspect allowed, as a result, to develop a set of rules for
identifying such cases in order to exclude certain SAO-
relations or their fields from the list of candidates for
generating autosuggesions, as well as the necessary further
filtering of the candidates remaining in the list and their
possible transformation.

Assuming the example sentence is included in the
FTDB, the following list of autosuggestions will be
obtained from it:

1) mOKpHITHE a’3pO30JBHOTO HaHeceHHs (aerosol
application coating); a3po30JbHOE HaHECEHHE
(aerosol application);

2) nanecenue (application);

3) noBpexaeHus merauia (metal damages);

4) moBpexnenus (damages);

5) merann (metal);

6) koppo3sus (corrosion);

7) 3aluMTHBIN c0# (protective layer);

8) cuoii (layer);

9) aHTHUKOPPO3MITHOE MOKPHITHE a9PO30JBHOIO HaHe-
CEeHMs, Co3Jalolee 3allMTHBIA CJIoi (anticorrosive
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10)

1)

12)

13)

14)
15)

16)
17)

18)
19)
20)
21)
22)

23)

24)
25)

26)

27)

28)

29)
30)

31)

32)
33)
34)
35)
36)
37)
38)
39)

spray coating creating a protective layer);
MOBpE’K/ICHNE MeTajlla, BBI3BIBAGMBbIE KOppO3Hei
(metal damage causing by corrosion);
AHTUKOPPO3UIHHOE MOKPHITUE adPO30JIBHOIO HaHe-
ceHus, co3jawouiee (anticorrosive spray coating
creating);

MOBPEK/EHUs] MeTalla, BbI3bIBaeMble (metal
damage causing); MOKpbITHE, CO3/1AI0IIEE 3AITUTHBIA
cJio#t (coating creating protective layer);
BBI3BIBACMBbIC MTOBPEKACHIS MeTaslia (causing metal
damage); mokpsITHE, co3aaromiee (coating creating);
MOBPE’K/IeHM s, BhI3bIBaeMble (damage causing);
MpeIoTBpaIIaTh MOBPEXICHUS] METaslla; BHI3bIBATh
noBpexieHus: Mmetayuia (prevent metal damage);
CO3/1aBaTh 3aLUIUTHBIHA CJI0H (create protective layer);
MpeoTBpallaeT MOBpekIeHus MeTauia (prevents
metal damage);

MpeIoTBpaIiaTh MoBpexaeHus (prevent damage);
MpeoTBpaIiaeT noBpexaeHus (prevents damage);
BBI3bIBATh MOBpEXIeHU (cause damage);
cozzaBaTh cJioi (create layer);

MpeOTBPAIaTh MOBPEKICHUS META/UIa, BBI3BIBAC-
Mble Kopposuel (prevent metal damage causing by
corrosion);

MpeOTBpaIIaeT MOBPeKICHUS MeTallla, BhI3bIBae-
MBble Koppo3sueil (prevents metal damage causing by
corrosion);

MpeIoTBpaIiaTh MOBPEKIEHNS, BhI3bIBAEMBIE KOP-
posueil (prevent damage causing by corrosion);
MPeOTBpAIaeT MMOBPEXICHNUS, BhI3bIBAEMBIE KOP-
po3swueii (prevents damage causing by corrosion);
AQHTUKOPPO3UITHOE TOKPHITHE a3pPO30JIFHOTO HaHe-
CeHHUs IpeJoTBpaInaeT (anti-corrosion spray coating
prevents);

MpeJO0TBpAIIaeT aHTUKOPPO3UIHOE TIOKPHITHE a9PO-
30JIbHOTO HaHeceHus (anti-corrosion spray coating
prevents — inversed);

TIOKPBITHE a9PO30JbHOTO HAaHECEHH sl TIPeJOTBpaIiia-
eT (spray coating prevents);

MOKPBITHE NPeAOTBpaIlaeT (coating prevents);
MpeOTBpaIIaeT IMOKPHITHE adpO30JbHOTO HaHece-
HUA (Spray coating prevents — inversed);
MpeJoTBpallaeT MOKphITHE (coating prevents —
inversed);

aHTUKOppO3UitHOE (anti-corrosion);

a3po30J1bHOE (aerosol);

BhI3bIBaeMble (caused);

3alUTHBIA (protective);

coznarpiee (crating);

MpeoTBpaliarh (prevent);

BBI3BIBATH (cause);

co3gaBaTh (create).

III. Conclusions

The proposed method for solving the user search query

autocompletion problem has a number of significant



advantages.

o It is focused on the most general formulation of
the problem; and moreover, immersing a query
into context using a database of autosuggestions
at the alphabet level allows to simultaneously and
effectively solve the problem of user query auto-
correction.

o It is universal in relation to the query language due
to the universality of the SAO-relation itself; it also
provides a solution to the problem focused on the
ideology of semantic search.

« It gives a solution to the problem in the absence or
inability to use the history of queries, relying on the
texts to be indexed for the later search when forming a
database of potential autosuggestions, which provides
not only a higher probability of matching the
autosuggestion to the user’s expectations, but also
a guaranteed relevant response of the search engine.

« It enables the user to more accurately formulate his
informational need.

As for the problem of actually immersing the query
prefix in the context provided by autosuggestions, it
is being effectively solved using the well-known string
algorithms [15]. The presented results were incorporated
into the IHS Goldfire information system and showed their
relevance and effectiveness.
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CucremMa aBTOMaTHYECKOI0 MOCTPOEHUS
MOJCKA30K C IeJbI0 ABTOAOMOTHEHNS
PYCCKOSI3BIYHBIX MOJIb30BaTEIbCKHX

3anpocoB

10. . Tonsx

B paGote mpeacTaBieHO pelieHre 3aJaud NpeaUKTHB-
HOro0 BBOJA TMOJb30BATENbCKUX 3alpPOCOB i HHGOP-
MAIMOHHBIX CHCTEM, PadOTAIOMIUX C MOJTHOTEKCTOBBIMH
6a3amu 1aHHBIX. OHO, B OTJIMYKE OT TPaIUIIMOHHOTO MO~
XO/la, OCHOBAHO Ha TPeIBapUTEIHHOM aBTOMATUYECKOM
MOCTPOSHUN MHOXECTBA TMOJACKA30K, PAaClO3HABAEMBIX B
CaMOM IMOMCKOBOM IpocTpaHcTBe. [IpruBoasATCS OCHOBHBIE
JOCTOMHCTBA TIOJIyYSHHOTO PEeIlIeHNs], BHEAPESHHOTO B CO-
CTaB U3BECTHOI MH(OPMAIIMOHHON CUCTEMBI.
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