New language for conceptual design of
complex systems in the era of post-covid and
mass digitalization

Alexandre Kourbatski
Department of Programming Technologies
Belarusian State University
Minsk, Belarus
kurb@unibel.by

Abstract—This article focuses on the problems of using
traditional languages in the work of the expert community,
especially if the field of problem setting and design of
complex systems, and on the steps taken nowadays and
in the history by the world civilization to resolve them.
The authors of the article believe that there has grown
up a need in a new language, which, on one hand, would
help to overcome the problems of translation, coordination
of the conceptual apparatus, raising the effectiveness of
communication between experts, and on the other hand,
to make a breakthrough in the evolution of software
development.
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I. INTRODUCTION

The rapid development of computer technologies that com-
bine high computing power and low costs has led to the pene-
tration of these technologies into all spheres of human activity
and thus led to widespread digitalization. This, in turn, creates
a demand for the development of technologies, approaches and
methods that allow faster design and development of software
systems, with lower costs and with a higher degree of reliability.
A number of technologies have been developed for the design
of classic software systems in which both the data model
and business logic are hard-coded into the system itself. The
technologis for design and development of intelligent computer
systems, including their semantic compatibility, are becoming
more widespread.

With the increasing complexity and scale of the systems
being created, more and more people should be involved in
these projects and ensure their coordinated activities. This is
undoubtedly facilitated to a large extent by the developed
technologies for design of solutions, which, however, focus
primarily on the system being developed. From the point of
view of the actors involved in the process, the process itself
as a whole remained unchanged - this is communication in
one of the classical languages, discussion of certain issues,
coordination, achievement of a common understanding of the
problem being solved. And in this sense, this process is filled
with difficulties in mutual understanding, establishing contact,
communicating a particular point of view so that others can
understand it, not to mention the need to translate from one
language into another, if there is such.

Many existing technologies for the design of software sys-
tems can also be used for standardization and unification in
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solving a number of other tasks: design of a domain, design
of business and organizational systems, design of a knowledge
system, etc. Despite this, they are little used by the international
expert community for such purposes, probably, because of their
focus primarily on computer systems, and secondly, because of
their contextual dependence and the need to harmonize basic
terms and concepts in natural languages anyway. Amongst
such design technologies one can mention business analysis,
systems engineering, the theory of inventive problem solving,
and others, directly aimed at the consistent analysis of problems
and the search for solutions.

It is necessary to pay attention to a number of breakthrough
developments in the field of semantically compatible intelligent
systems that provide fast and high-quality design of intelligent
systems of various scales and complexity. Within the frame-
work of this direction, the world expert community is solving
a number of problems: standardization of intelligent systems,
unification of the principles of building knowledge bases,
problem solvers and interfaces of intelligent systems, semantic
compatibility of various types of knowledge, various models
for solving problems, intelligent systems among themselves and
intelligent systems with their users [1]. On the one hand, these
technologies are characterized by a strict formalization of their
apparatus and rules of use, which makes it possible to quickly
computerize and automate the corresponding models. On the
other hand, they are quite close to how people communicate
with each other, if an attempt is made to formalize such a
communication.

We believe that there is a real need for unification, on
the one hand, the design technologies and conceptual design
of computer systems, including intelligent systems, and on
the other hand, the ways of communication between experts,
coordination of tasks to be solved, which may result in the
creation of a new language of international communication.

II. CLASSIC TECHNOLOGIES FOR DESIGN OF
COMPUTER SYSTEMS

Over the past 30 years, the world expert community has
developed a number of notations, modeling tools and software
systems design. The main groups of modeling standards are:
descriptive models (IDEFO, OPM, SysML and others), ana-
lytical models and simulations (DIS, HLA, UML and oth-
ers); data exchange standards, transformation models, general
modeling standards and other modeling standards for specific
areas: software development models, equipment design models,
business process models [2]. The languages of system modeling



are distinguished separately. The rapid development of cyber-
physical systems, in particular such paradigms as the Internet
of Things and Industry 4.0, in which technical systems and
humans are combined, reveals the limitations in the ability of
classical technologies and modeling notations to meet the new
emerging requirements of these new paradigms. The reason
for this is the universality of these models and their focus on
universal applicability, in which a number of details specific
to a specific subject area are ignored. This also implies the
duration of their update cycle, which does not meet modern
technology development requirements.

Thus, one of the topical areas of research in the field of de-
signing computer and information systems is the study of new
languages of conceptual modeling and the development of tools
for their active and widespread use [3]. It is discussed that the
basis of domain-based conceptual modeling is metamodeling,
which allows combining BPMN [4], ER [5], EPC [6], UML
[7] and Petri Nets [8], [9] within one tool.

III. TRADITIONAL LANGUAGE IN CONCEPTUAL
DESIGN OF COMPUTER SYSTEMS

Moving to an earlier stage of the software development life
cycle - to the level of conceptual design, problem statement, it
should be noted that the traditional language (English, Russian,
etc.) is still the means of design and coordination. Concepts are
drawn up in the form of text documents in traditional languages,
using certain schemes, or elements of notation. Traditional lan-
guage, carrying both communicative and cognitive functions,
has one drawback: all languages that exist today are linear,
they are directly connected with time so that the information
is revealed sequentially. All this leads to several problems in
their use.

A. Problem of harmonizing of conceptual apparatus

First of all, the effective work of the expert group is
conditioned by the presence of an agreed conceptual apparatus
and context among all its members. This includes not only
the terms and meanings that stand behind them, but also the
interrelationships of the terms with each other.

Especially when innovative things are discussed in an expert
environment, it is necessary to form a conceptual apparatus ab
initio, since it simply does not exist. This takes a long time
due to the ineffectiveness of natural language, no matter what
language to consider.

It should be emphasized that even experts who speak the
same language do not always understand each other, especially
if they are discussing new problems or innovative approaches.
For example, in a discussion there may be situations when they
use the same term, but each understands it differently. The
worst case scenario is when the concepts of these terms do
not intersect at all.

The face of the matter is that at the initial stage of its
development, the traditional language was a simple means of
communication in everyday life. But over time, languages have
become a working tool of the expert layer. The level of com-
plexity of the tasks being solved has increased significantly, but
the main tool for solving them — the means of communication —
has remained the same, which leads to the slow work of experts,
the slow work of the government, and business, especially large
ones, contrasted with the extreme dynamics of the modern
world [10].

A good example — a group of highly qualified world experts
for five years formulated fifteen basic terms in the field of
information and cybersecurity. A lot has already changed
during this time. In this case, it is obvious that the bottleneck
is the language of communication.
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B. Problem of translation between traditional languages

Another problem of using traditional languages at an expert
level, closely related to the first one, is the need to translate
from one language to another. In this case, a partial loss and
replacement of meaning inevitably occurs, which also leads to
a loss of the effectiveness of the work of experts. Unfortunately,
there are only a few qualified translators in the world who not
only know both languages but also know the specifics of the
subject area, thus able to convey not only the text, but also the
specific meaning. At the same time, at the everyday level, the
problem of translation from language into language can very
soon be solved with the help of automatic translation systems.
They have achieved quite acceptable results, are progressing
rapidly, and the role of human translators will diminish.

Until recently, during the period of globalization, the world
community used English as the language of international com-
munication. However, the coronavirus pandemic that came in
2020 led to some reduction in global international commu-
nication and created the preconditions for the emergence of
independent regional economic zones with their own civiliza-
tional model, relying on norms, ideas and traditions familiar
to the most. Within each zone, the dominant national language
common to the zone and the national languages of other peoples
who have joined the zone will be used [11].

Since the economic and cultural interaction between the
zones will be preserved, the need for international communica-
tion in the new world will remain. Cultural exchanges, tourist
trips, joint scientific research, especially of a fundamental
nature, and joint projects will remain. It will also be necessary
to solve problems common to human civilization, for example,
in the field of ecology.

English, which is now used as a means of international
communication, is not suitable in this sense. It seems unlikely
that all countries will officially and forever recognize the
language of one of the zones as a means of international
communication. Therefore, in the world of regional zones,
English, like any other national language, is likely to be used
as the main international language of communication for only
a limited, albeit, possibly quite long, time.

C. Attempts to create an international language

Earlier in world history, several attempts were made to create
an artificial (planned) language of international communication.
As conceived by their authors, such a language should be
more logical, simpler and, accordingly, easier to learn than any
“foreign” language. It should allow one to get rid of the burden
of ineffective historical layers inherent in any modern language.
They hoped that it would be accepted by representatives of
different countries as the second language of educated people.
In the future, this will make their language international, and
then universal.

The most famous and widespread planned language is Es-
peranto, created by the Warsaw linguist and optometrist Ludwik
Zamenhof in 1887. According to various estimates, today it is
spoken by from one hundred thousand to two million people
- in the best case, only 0.03% of the world’s inhabitants.
Nevertheless, only Esperanto can be considered an established
planned language. The rest are linguistic projects, mostly within
the ownership of small groups of enthusiasts. For more than
two thousand years of described human history, linguists have
counted about 1000 of such projects.

It is also necessary to pay attention to Latin. The Latin
alphabet is the basis of writing in many modern languages.
Throughout history, Latin has been used in conversations
between diplomats because the parties did not speak their
partner’s language. Latin is known not only as the language



spoken in the Roman Empire, but also the language that has
long served as a source for the formation of international socio-
political and scientific terminology.

IV. TECHNOLOGIES FOR DESING OF INTELLIGENT
SYSTEMS

With the development of computer and computing technol-
ogy, the increase in complexity of the problems being solved,
the requirements for design and development technologies in
terms of their flexibility and efficiency of modeling began to
increase as well. A whole class of information systems has
appeared, called semantic systems, in which, unlike classical
systems, the data structure is determined by the data itself, and
the algorithms for its processing are described by a number
of statements, and not rigidly fixed in the program code of
the information system. Since such systems are universal in
relation to subject areas, their integral part is the presence of a
structured description of the subject area - ontology.

Today there is a number of breakthrough developments
[1], [12]-[14] in the development of flexible semantically
compatible intelligent systems, which have great potential for
solving the problem of coordinated communication between
experts and the problem of conceptual design. The cornerstone
of these studies is the idea of developing a universal language
for representing the meaning of knowledge. It is noted that such
a language should have the property of nonlinearity [1].

At the applied level, such a universal language describes not
only the knowledge itself, but also its meaning through the
definition of both information and meta-information. Due to
such property it can cover a number of types of information
content: specifications and descriptions of various entities, doc-
umentation and requirements for systems and their evolution,
descriptions of domain areas, definition of tasks and classes
of tasks, description of problems, description of solutions to
these problems, description of ways to solve various typical
problems, description of projects and concepts. If necessary,
this language has the ability to expand the description of new
types of knowledge, thus allowing it to be widely distributed for
solving problems in various applied areas of computer systems.
Semantic code SC-code (Semantic Code), presented in [15],
refers to such a language.

V. PREREQUISITES FOR THE EMERGENCE OF A NEW
LANGUAGE OF COMMUNICATION

A. Environment of communication

Linguists note that the language is directly connected with
the environment of communication and its distribution. For
natural languages such environment is human community;
for programming languages - this is a particular software
development environment. Unsuccessful attempts to create an
artificial language before are associated primarily with the lack
of a proper environment for its dissemination, since we had
only natural ways to communicate.

Today the Internet is such an environment for the whole
world. Now any person has at least something: a smartphone,
tablet or computer. The new communication medium is able to
very quickly conquer the audience.If a new language could be
attached to a computer program, then the entire population of
the globe would be immediately covered. As an example, we
can cite software from Microsoft, which is imposed all over
the world.

We believe that the stage of conceptual design and problem
setting in the software development can be used as a reference
point. In addition to solving the abovementioned problems of
aligning the conceptual apparatus and translation, this language

57

can automatically become a means of the conceptual software
design.

When programming was born, the task was set to use
separate programming languages as languages understandable
by the machine. The implication was that in the future, the
computer will learn to understand natural language. And when
they say “high-level programming language”, they mean that
it comes close to a natural language. We haven’t made much
progress, but the goal remains. It seemed that if a computer
began to understand a language close to natural, both the
programming process itself and the formulation of the problem
would be simplified. But now we have come to understanding
that natural language is not very effective. There are many
ambiguities that are difficult for a computer to understand.
Therefore, we need a new language, which at the first stage
would be the language of communication of experts, but at the
same time much more comprehensible to a computer. Then,
perhaps, it would be possible to make a leap when the computer
understands the language of communication, and the level of
programming increases. As a process, it will become more
natural, because a person does not need to learn a separate
programming language, it is enough for him to conduct a
dialogue in a new language. Indeed, this language may be
closer to the IT environment where its lack is already obvious.
Considering that the production of software in the world has
become a massive process, the need for such language is
increasing. It can help solve many problems in the era of mass
digitalization.

VI. CONCLUSION AND FURTHER RESEARCH

On the agenda is the task of creating, in the future, a new
language of international communication, which, on the one
hand, would be the language of communication for the expert
layer, and on the other hand, would allow to effectively solve
the problems of conceptual design of systems.

A number of open questions arise that need to be resolved
when developing such a language. What well-known technolo-
gies, best practices and know-hows can the new language rely
on? To what extent should existing artificial intelligence and
machine learning technologies be taken into account and used
in the development of this language? For example, the pre-
viously mentioned open semantic technologies for the design
of intelligent systems. Or UML notations, IDEF0, No-code and
Low-code technologies mentioned earlier in the article. To what
extent the approaches that have shown their viability in the
development of programming languages should there be used?
Programming languages, keeping their basic corpus unchanged,
are developing due to constantly updated libraries.

What alphabet to take as a basis? Use one of the existing
languages as a prototype or start from scratch? Perhaps the
eastern hieroglyphic writing could be taken into account. For
example, Chinese characters may be closer to a new language
of communication - they are already inherent in great visualiza-
tion. Hieroglyphs are more like visual objects that are used in
modern programming than words in English or Russian. Should
the new language effectively use the elements of visualization?

In addition to applied issues, the conceptual questions arise
too. What should be the methodological foundations for build-
ing a new language? For example, this could be systematiza-
tion, systems thinking, the apparatus of models, the theory of
business analysis, the theory of inventive problem solving, etc.
What should be the contribution of other knowledge areas to
the new language?

REFERENCES

[1] V. Golenkov, V. Golovko, N. Guliakina, V. Krasnoproshin, The
standardization of intelligent computer systems as a key challenge



(2]

(3]

(4]

(31
(6]

(71

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

of the current stage of development of artificial intelligence tech-
nologies. Otkrytye semanticheskie tekhnologii proektirovaniya in-
tellektual’nykh system [Open semantic technologies for intelligent
systems], 2020, pp. 73-88

S.Enin, Y.Gerasimuk, Effektivnoe upravlenie tsifrovizatsiei:
arkhitekturnyi podkhod [Effective digital governance: an architec-
tural approach]. Razvitie informatizatsii i gosudarstvennoi sistenty
nauchno-tekhnicheskoi informatsii RINTI-2020 [Development of
informatization and the state system of scientific and technical
information RINTY-2020], 2020, pp.33-40

D.Bork, An Open Platform for Modeling Method Conceptual-
ization: The OMiLAB Digital Ecosystem. Commun. Assoc. Inf.
Syst., 2019, pp.673-679.

OMG: The BPMN specification page. Available at:
[http://www.bpmn.org](http://www.bpmn.org/) (accessed 2021,
May)

P.Chen, The entity-relationship model—toward a unified view of
data. ACM Trans. Database Syst., 1976, pp. 9-36

Software AG: ARIS—the community page. Available at:
[http://www.ariscommunity.com](http://www.ariscommunity.com/)
(accessed 2021, May)

OMG: The UML resource page. Available at:
[http://www.uml.org](http://www.uml.org/)  (accessed 2021,
May)

W.Reisig, Understanding Petri Nets. Springer, Heidelberg, 2013.
C.A.Petri, W.Reisig, Petri net. Scholarpedia, 2008, p.6477.

A. Kourbatski, Novaya semantika yazyka IT — eto vam ne
angliiskii... [The new semantics of the IT language — this is
not English...]. Vesnik suvyazi [Herald of Communication], 2020,
vol. 6, pp. 30-33

A. Kourbatski, M. Zekov, Yazyk obshcheniya v mire, kotorogo
nikto ne zhdal [The language of communication in the world
that no one expected]. Mezhdunarodnaya zhizn [International
Affairs]. Available at: https://interaffairs.ru/news/show/27236 (ac-
cessed 2021, May)

V.Golenkov, D.Shunkevich, I.Davydenko, N.Grakova, Principles
of organization and automation of the semantic computer sys-
tems development. Otkrytye semanticheskie tekhnologii proek-
tirovaniya intellektual’nykh system [Open semantic technologies
for intelligent systems], 2019, pp. 53-90

S.Listopad, Agent Interaction Protocol of Hybrid Intelligent
Multi-Agent System of Heterogeneous Thinking. Otkrytye se-
manticheskie tekhnologii proektirovaniya intellektual nykh system
[Open semantic technologies for intelligent systems], 2020, pp.
51-56

A.Kolesnikov, E.Jasinski, S.Rumovskaya, Predicative represen-
tations of relations and links of the intellectual operational-
technological control in complex dynamic systems. Otkrytye se-
manticheskie tekhnologii proektirovaniya intellektual’ nykh system
[Open semantic technologies for intelligent systems], 2020, pp.
43-50

V.Golenkov, N.Guliakina, Principles of building mass semantic
technologycomponent design of intelligent systems. Otkrytye se-
manticheskie tekhnologii proektirovaniya intellektual nykh system
[Open semantic technologies for intelligent systems], 2011, pp.
21-58

58

HoBblil A3BIK MeKIYHAPOHOT0 O0IIEeHHUsI B
3M0XY NOCTKOBH/1a M MacCOBOM
nucpoBuzanun

Kyp6auknit A.H., Mynsapuuk K.C.

B naHHOI cTaThe peub UAET O MPOOIeMaTHKE UCTIONIb30BAHUS
TPaJNLOHHEIX SI3BIKOB B paboTe SKCHEPTHOro COOOIIecTBa, B
0COOEHHOCTH B 00J1aCTH MOCTAHOBKHM 331441 1 KOHLIETITYJIbHOT'O
MPOEKTUPOBAHUSI CIIOKHBIX CHCTEM, U O TeX PEIIeHHUIX, KOTOpble
NpeNPUHAMAIOTCS U TPEeANPUHAMANICH PaHEE MUPOBOM 1IUBH-
JM3anyeil JUIs ee pa3pemeHus. ABTOPBI CTaTbi MOJIAraioT, 4To
B MHpE Ha3pesia HeOOXOAMMOCTb B HOBOM SI3bIKE, KOTODBIii, C
OJIHOH CTOPOHBI, TOMOT OBl IIPEOJOJIETH TIPOOIEMBI MIEpEeBOAa U
COIIaCOBaHUS MOHATUIHOTO ammapara MexIy SKCTepTamH, a ¢
JPyToil — COBEPIINTH PHIBOK B Pa3BUTUH IIPOTPAMMHUPOBAHNSI.
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