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Abstract—This article proposes an approach to develop-
ing a problem solver for automatic answer verification in
intelligent tutoring systems constructed using OSTIS Tech-
nology. The problem solver is developed based on multi-
agent technology. The developed problem solver automati-
cally verifies the correctness and completeness of the user
answer at the semantic level by calling the corresponding sc-
agent sets according to the type of the questions (multiple-
choice questions, fill in the blank questions, questions of
definition interpretation, etc.). Sometimes there may be
multiple standard answers for the question of definition
interpretation, but the problem solver can automatically
filter a semantic fragment of the standard answer in
advance that best matches the user answer according to the
semantic fragment of the user answer, and then continue
to verify the correctness and completeness between them.
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I. INTRODUCTION

With the development of modern information technology,
artificial intelligence as an important part of modern computer
applications is rapidly integrating into the field of education.
Applying artificial intelligence technology to the field of educa-
tion can not only provide new teaching methods and tools, but
also enable learners to spend less time acquiring more useful
knowledge, effectively improving the accuracy of information
retrieval and the efficiency of knowledge selection. At the same
time, the combination of artificial intelligence technology and
the educational process is also one of the important means to
ensure the fairness of education, so that every learner has an
equal opportunity to obtain knowledge. Especially since the
outbreak of COVID-19, intelligent tutoring systems (ITS) have
played an increasingly important role in distance education [3].

As more and more ITS used in different fields are developed,
most developers believe that ITS need to meet at least the
following basic functions:

o automatic verification of answers, if an error is found,
the cause of the error needs to be analyzed and corrective
measures taken;

o according to the learner’s level and learning situation,
automatically adjust the learning content and progress;

« automatic generation of various questions and exercises;

« have the ability to generate and understand natural lan-
guage, and realize relatively free Human-Machine con-
versation;

« have the ability to explain teaching content;

« automatic problem solving based on understanding the
teaching content.

As the most basic and critical function of ITS, automatic
answer verification can quickly check the user’s grasp of
new knowledge, and can greatly improve the user’s learning
efficiency, allowing users to obtain the most knowledge in a
limited time. Usually answer verification needs to solve the
following basic tasks:

1) subjective question answer verification and objective
question answer verification;

2) analysis of correctness and completeness of answers;

3) verification a type of question with multiple standard an-
swers, and these standard answers do not satisfy logical
equivalence (for example, the definition of a square);

4) whether the logic formula of standard answer and user
answer meets the equivalence;

5) analysis of decision sequence and logic rationality when
users solve problems;

According to the types of questions, automatic answer ver-
ification can be divided into: 1. objective question answer ver-
ification; 2. subjective question answer verification. Objective
questions refer to a type of question that has a unique standard
answer. In this article, objective questions include: multiple-
choice questions, fill in the blank questions and judgment
questions. Objective questions differ from subjective questions,
which have more than one potential correct answer and some-
times have room for a justified opinion. Subjective questions
in this article include: definition explanation questions, proof
questions and theorem interpretation questions. Because the
answers to objective questions are fixed and simple, ITS on the
market basically have the function of objective question answer
verification. However, since subjective question answer veri-
fication needs to involve natural language processing (NLP),
linguistics and other aspects of knowledge, currently only some
ITS have the function of subjective question answer verification
(41, [7].

With the development of semantic web, deep learning and
NLP technology, subjective question answer verification has
become a very important research direction. Therefore, we have
introduced in detail the existing subjective question answer
verification approaches and their advantages and disadvantages
in the literature [4], and on the basis of these approaches,
we propose an semantic-based answer verification approaches
(subjective question answer verification and objective question
answer verification). The basic principle of this approach is
to first decompose the standard answers and user answers in
the form of semantic graphs into substructures according to
the knowledge representation rules in the ostis-systems (system
built using OSTIS Technology (Open Semantic Technology for
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Intelligent Systems)), and then calculate the similarity between
the semantic graphs by comparing the matching relationships
of the decomposed substructures, finally, the correctness of
the user answer is judged according to the similarity [1],
[2], [6]. A semantic graph is a network that represents se-
mantic relationships between concepts. In the ostis-systems,
the semantic graph is constructed using SC-code (as a basis
for knowledge representation within the OSTIS Technology, a
unified coding language for information of any kind based on
semantic networks is used, named SC-code). The user answer
in natural languages is converted to SC-code using the natural
language interface [5].

In literature [4], we only briefly introduced the process of
using semantics to verify user answers at the theoretical level,
and conducted a feasibility analysis of the proposed approach,
but the article does not involve the specific process of using
the program to implement each step. Therefore, in this article,
a problem solver for answer verification in the ostis-systems is
developed based on the answer verification approach proposed
in [4]. One of the key components of each intelligent system is
the problem solver, which provides the ability to solve various
problems. The developed problem solver mainly solves the
tasks (1), (2), (3) listed above, and for the solutions to the
remaining more complex tasks, we will introduce them in detail
in the subsequent articles. The discrete mathematics tutoring
system developed using OSTIS Technology will serve as a
demonstration system for the problem solver.

II. EXISTING APPROACHES AND PROBLEMS

According to the type of knowledge in the knowledge base
of the ITS, answer verification can be divided into:

o factual knowledge answer verification;
« logical knowledge answer verification.

Factual knowledge refers to knowledge that does not contain
variable types, and this type of knowledge expresses facts. In
the knowledge base of ostis-systems, objective questions and
their answers are usually described using factual knowledge.
Among them, the user answers to objective questions in the
form of natural language have been aligned (entity alignment)
with the existing knowledge in the knowledge base when they
are transformed into SC-code through the natural language
interface. Therefore, there is no need to consider the similarity
between concepts or relations at the language level when
calculating the similarity between the answers to objective
questions. That is, SC-nodes that represent the same concept or
relation in the knowledge base have a unique main identifier.

Logical knowledge usually contains variables, and there are
logical relations between knowledge. In the ostis-systems SCL-
code (a special sub-language of the SC language intended
for formalizing logical formulas) is used to represent logical
knowledge. The answers to subjective questions in the knowl-
edge base are described in the form of logical formula using
logical knowledge. Because, the semantic segment used to
represent the answer to subjective question in the knowledge
base contains variables (equivalent to the bound variable in the
predicate logic formula), and there is a strict logical sequence
between each sc-node in the semantic segment. Therefore,
when using the problem solver to calculate the similarity
between the semantic graph of standard answer and the se-
mantic graph of user answer, it is necessary to establish the
mapping relationship between the potential equivalent variables
between the two semantic graphs according to the semantic
structure and the position of the variables in the logical formula.
Among them, establishing the mapping relationship of potential
equivalent variables between semantic graphs is the most basic
and critical step in subjective question answer verification.

In this article, we can regard semantic graphs describing
standard answers and user answers as partial fragment of the
ontology (ontology is a type of knowledge, each of which is
a specification of the corresponding subject domain, focused
on describing the properties and relations of concepts that are
part of the specified subject domain) [2], [4], [6]. Therefore,
the approach to establishing a mapping relationship between
semantic graphs is similar to the approach to establishing a
mapping relationship between ontology. At present, there are
many mature tools and approaches to establishing the mapping
relationship between ontology, and we will consider them in
detail next.

Ontology mapping

With the rapid development of the new generation of seman-
tic web, the ontology as the foundation of the semantic web has
become a research hot-spot, and many ontology libraries with
rich semantic information and practical value have emerged.
These ontology libraries have huge differences due to different
developers, application purposes and application fields, and
they cannot communicate and inter-operate effectively with
each other. The ontology mapping is a key step to solve the
heterogeneity of ontology and realize knowledge sharing and
ontology inter-operation. The core idea of ontology mapping
is to calculate the similarity between elements (concepts, at-
tributes, and instances) in different ontology, and then establish
the mapping relationship between the elements according to the
similarity and mapping strategy.

Due to the rapid development of ontology mapping re-
lated technologies, many concepts with similar semantics and
different names have emerged, such as Ontology Mapping,
Ontology Alignment, Ontology Matching, Ontology In-
tegration, Ontology Fusion, and Ontology Merging. It is
generally believed that ontology mapping, ontology alignment
and ontology matching are concepts with the same semantics,
that is, the mapping relationship between elements in different
ontology is established according to the mapping strategy.
Ontology integration, ontology fusion, and ontology merging
generally produce new ontology, and ontology mapping is their
basic task [10], [11]. Ontology mapping involves multiple steps
such as ontology preprocessing. Since this article focuses on
the establishment of element mapping relationships between
ontology, other steps will not be introduced in detail.

There are already many mature ontology mapping algorithms
and mapping systems:

o a comprehensive similarity calculation algorithm that es-
tablishes semantic mapping relationships between ele-
ments (concepts, attributes, and instances) between RDFS
ontology is introduced in literature [9]. Taking concepts
between ontology as an example, the algorithm first uses
Edit Distance (Levenshtein Distance) to calculate the
similarity of names between concepts, and then calculates
the similarity of the instances of the concept according to
the ratio of the number of instances matched between
the concepts and the number of all instances, and finally,
the structural similarity of the concepts is calculated
according to the relationship between the number of the
same father and child concepts and the number of all
adjacent concepts between the concepts. Combine the
above three similarities and set different weights to get
the final similarity of the concept. Finally, according to
the comprehensive similarity between concepts and the
mapping strategy, the mapping relationship of equivalent
concepts between different ontology is established;

« with the rapid development of machine learning in recent
years, many ontology mapping approaches based on ma-
chine learning frameworks have emerged. An approach
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to alignment of entities between knowledge graphs based
on machine learning is introduced in the literature [12].
The knowledge graph is regarded as a formal description
of things and their interrelationships in the objective
world. The approach consists of two parts: 1. knowledge
representation learning; 2. learning of mapping relation-
ships between entities; Knowledge representation learning
refers to the use of machine learning algorithms to learn
the semantic representation of entities and relationships
in the knowledge graph. The learning of the mapping re-
lationship between entities refers to learning the mapping
relationship of entity pairs between knowledge graphs
according to the manually labeled data sets [13];

« with the development of ontology mapping technology,
many mature ontology mapping systems have emerged,
among which the most representative ones are RIMOM
and ASMOW. RiMOM is an ontology mapping system
developed based on Bayesian decision theory. RIMOM
uses similarity propagation theory and multiple heuris-
tic rules to establish the mapping relationship between
concepts. ASMOV is an automated ontology mapping
tool developed by Jean-Mary et al. Its goal is to pro-
mote the integration of heterogeneous ontology. ASMOV
uses an iterative calculation method to analyze multiple
characteristics of elements to calculate the similarity of
element pairs between ontology, and to establish mapping
relationships between concepts, attributes, and instances
in turn [15], [16].

Although the ontology mapping approaches introduced

above have many advantages, they also have many problems:

o the traditional algorithm for calculating the similarity of
element pairs between ontology requires iterative calcula-
tion of the similarity between the current element in the
source ontology and each element in the target ontology.
Therefore, when the amount of knowledge contained in
the ontology is very large, it may take several minutes or
more to establish the mapping relationship between the
ontology, and real-time mapping cannot be performed;

« using machine learning algorithms for ontology mapping
has improved the accuracy of ontology mapping to a
certain extent, but it requires a huge amount of human
resources to label matching element pairs between ontol-
ogy;

« ontology mapping is a very complicated process, and
no approach is perfect. Especially in recent years, the
generation of big data has led to the generation of big
ontology, but the existing ontology mapping system and
approach cannot perform ontology mapping in a big data
environment.

Establishing the mapping relationship of potential equivalent
variable pairs between the semantic fragments of the answers to
subjective question is a key step of logical knowledge answer
verification. The part of the process of establishing the mapping
relationship between potential equivalent variables pairs is sim-
ilar to the establishment of the mapping relationship between
the equivalent element pairs of the ontology. However, in the
ostis-systems, the knowledge base is constructed using SC-
code, and the knowledge in the knowledge base has a specific
knowledge structure and knowledge representation approach,
so the existing ontology mapping algorithms cannot be used
directly. Therefore, based on the existing ontology mapping
approach and OSTIS Technology, this article proposes an
approach to establish the mapping relationship of the potential
equivalent variables pairs between the semantic fragments of
the answers to subjective questions based on the semantic
structure.

III. PROPOSED APPROACH

Based on the OSTIS Technology used to develop semantic
intelligence systems and the corresponding platforms, tools and
approaches, an approach to developing a problem solver for
automatic answer verification is proposed in this article.

Each ostis-system for different application fields includes a
platform for interpretation semantic models of ostis-systems,
as well as a semantic model of ostis-systems using SC-code
(sc-model of ostis-systems). At the same time, the sc-model of
the ostis-systems includes the sc-model of the knowledge base,
the sc-model of the problem solver and the sc-model of the
interface (in particular, the user-oriented intelligent interface).
The rules and methods for detailed design of the knowledge
base and problem solver in the ostis-systems are described in
[1].

Using the models, application tools and approaches provided
by OSTIS Technology in the framework of this work will
provide the following possibilities:

« the developed problem solver can be easily transplanted
to the ostis-systems for different application fields;

o verifying the correctness and completeness of user an-
swers at the semantic level;

« saving the user’s test record;

« analyzing the user’s test results from the semantic layer
and logic layer, and give reference opinions;

« answer verification does not depend on the natural lan-
guage (English, Russian, Chinese, etc.).

Next, we will introduce in detail the development process of
the problem solver for automatic answer verification. In order
to facilitate the explanation of the working principle of the
problem solver, the illustrations and knowledge base fragments
we choose in this article are all in English, but it needs to be
emphasized that the problem solver developed does not depend
on natural language.

IV. DEVELOPMENT OF PROBLEM SOLVER

In the ostis-systems, the problem solvers are constructed
based on a multi-agent approach. According to this approach,
the problem solver is implemented as a set of agents called sc-
agents. All sc-agents interact through common memory, passing
data to each other as semantic network structures (sc-texts) [1],
[2].

According to the requirements of the task, the developed
problem solver for answer verification in this article needs to
solve the following problems:

« the problem solver can not only verify the answer to
objective question with the only correct option, but also
verify the answer to objective question with multiple
correct options (multiple-choice questions with multiple
options and partially fill in the blank questions). If the
user’s answer is incorrect or incomplete, the correct
standard answer needs to be displayed at the end;

« for subjective questions, it is necessary to verify the
completeness and correctness of the user answer (for
example, the answer is correct but incomplete, or the
answer is partially correct, etc.). If the subjective ques-
tion has multiple logically unequal standard answers (for
example, the definition of triangle), the problem solver
can automatically select the appropriate standard answer
according to the user answer, and then verify the answer.
Finally, if the user answer is incorrect (complete error or
partial error), the problem solver also needs to find the
incorrect part of the user’s answer and display the correct
standard answer.
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The problem solver of any ostis-system is a hierarchical
system of knowledge processing agents in semantic memory.
In order to achieve the tasks listed above, some sc-agents
are developed in this article. The hierarchy of the knowledge
processing agents in the problem solver for automatic answer
verification is shown in SCn-code (one of SC-code external
visualization languages) [6] as follows:

Problem Solver For Automatic Answer Verification
< abstract sc-agent decomposition™:

e Sc-agent for computing semantic similarity of factual
knowledge

e Sc-agent for processing semantic similarity calculation
results of factual knowledge

e Sc-agent for computing semantic similarity of logical
knowledge

}

The basic principle of automatic answer verification in the
ostis-systems is to calculate the semantic similarity between
the standard answer and the user answer. In the knowledge
base, the answers to objective questions are described using
factual knowledge, and the answers to subjective questions are
described using logical knowledge [4]. Therefore, when using
the problem solver to verify the answer, it realizes the auto-
matic verification of the answer by calling different sc-agents
according to the type of question. It should be emphasized that
answer verification is only one of the main uses of the problem
solver. The problem solver can also calculate the similarity
between arbitrary semantic fragments constructed using sc-code
by calling different sc-agents.

When verifying the answer to the objective question, the
calling flow of sc-agents is as follows:

1) if the problem solver judges that the current question
is an objective question, the sc-agent for computing
semantic similarity of factual knowledge is called to start
calculating the similarity between the semantic graph of
standard answer and the semantic graph of user answer;

2) when the first step is completed, the problem solver
automatically calls the sc-agent for processing semantic
similarity calculation results of factual knowledge. The
final verification result is given by this sc-agent accord-
ing to the question type, characteristics (for example,
multiple-choice questions with multiple correct options)
and similarity between answers.

When verifying the answer to the subjective question, the
calling flow of sc-agents is as follows:

« if the problem solver judges that the current question is a
subjective question, the sc-agent for computing semantic
similarity of logical knowledge is called.

It should be emphasized that the answers to subjective
questions are described based on logical formula, so under
certain conditions, the logical equivalence between the answers
(equivalence judgment between the logic formulas) needs to be
considered. Due to the limitation of the number of pages in this
article, we will introduce the design approach and calling flow
of sc-agent for verifying logical equivalence in the following
article. Next, the specific functions and implementation process
of each sc-agent will be introduced in detail.

A. Sc-agent for computing semantic similarity of factual
knowledge

The basic function of the sc-agent for computing semantic
similarity of factual knowledge is to calculate the similarity

between semantic graphs described using factual knowledge.
Because the answers to objective questions in the knowledge
base are described using factual knowledge, the similarity
between the answers can be calculated using this sc-agent.
The similarity between answers is the basis for the objective
question answer verification. When the user answer in natural
language is converted to SC-code, it has been aligned with the
existing knowledge in the knowledge base (such as coreference
resolution, etc.), that is, elements with the same semantics have
the same main identifier in the knowledge base. Therefore, in
this article, the similarity between semantic graphs is calculated
based on semantic and knowledge representation structures [4],
[8].

The sc-agent for computing semantic similarity of factual
knowledge needs to complete the following tasks:

1) according to the representation rules of factual knowl-
edge, the standard answers and user answers in the form
of semantic graphs are decomposed into substructures;

2) using formulas (1), (2), and (3) to calculate the precision
Ps., recall Rs. and similarity Fs. between semantic

graphs.
| Lo O Ta(o)
Psc(u,s) = Too()] 1)
| L) 9 Ta(s)
Rsc(u,s) = Toe(s)] )
Fsc(u, S) _ 2 Psc(u7 S) . RSC(U,, 3) .

Psc(u,8) + Rse(u, s)

The main calculation parameters in the formulas include:

o Tsc(u) — all substructures after the decomposition of the
user answers u;

o T.c(s) — all substructures after the decomposition of the
standard answers s;

¢ ® — binary matching operator, which represents the
number of matching substructures in the set of two
substructures.

Next, we will introduce the working algorithm of this sc-
agent in detail:

Algorithm 1 — The working algorithm of sc-agent for
computing semantic similarity of factual knowledge

Input: The specific objective question and the corresponding
semantic graph of standard answer and the semantic graph of
user answer. The condition of the sc-agent response is that two
semantic graphs that use factual knowledge to represent the
answer appear in the sc-memory, and the similarity between
them has not been calculated.

Output: The precision, recall and similarity between an-
swers, and the sc-node used to record the matching status of
substructures.

1) checking whether the standard answer and user answer
exist at the same time, if so, go to step 2), otherwise, go
to step 10);

2) according to the rules of factual knowledge represen-
tation (various types of sc-constructions), the semantic
graphs of standard answers and user answers are decom-
posed into substructures [4];

3) iteratively traverse each substructure of the standard
answer and user answer, classify them according to the
type of substructure (three element sc-construction, five
element sc-construction, etc.), and count the number of
all substructures;

4) one type of substructure is randomly selected from the
set of recorded standard answer substructure types;
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5) according to the standard answer substructure type se-
lected in step 4), a corresponding type of substructure is
selected from the set of recorded user answer substruc-
ture types;

6) iteratively compare each substructure with the same sub-
structure type between the standard answer and the user
answer, and record the number of matched substructures
and the matched substructures. The criterion for judging
the matching of the same type of substructures is that
the sc-nodes at the corresponding positions between the
two substructures have the same main identifier. If the
substructure contains sc-links, the contents of the sc-links
at the corresponding positions must be also the same;

7) repeat step 4 — step 6 until all types of substructures
have been traversed;

8) using formulas (1), (2), (3) calculate precision, recall and
similarity, and generate semantic fragments for recording
sc-agent running results;

9) removing all temporary sc-elements created while the
sc-agent is running;

10) exit the program.

B. Sc-agent for processing semantic similarity calcula-
tion results of factual knowledge

The sc-agent for computing semantic similarity of factual
knowledge only calculates the precision, recall and similarity
between the standard answer and the user answer to the
objective questions. However, because some objective questions
have multiple correct options, it is necessary to comprehen-
sively consider the precision, recall and similarity to fully
judge the correctness of a question. Therefore, the sc-agent
for processing semantic similarity calculation results of factual
knowledge is developed in this article, its main function is to
further judge the correctness and completeness of the current
objective question based on the three information measurement
parameters obtained in the previous step and the specific types
and characteristics of the objective question [4].

The sc-agent for processing semantic similarity calculation
results of factual knowledge needs to complete the following
tasks:

1) judging the correctness and completeness of current
question according to the precision, recall and similarity,
as well as the evaluation strategies for the correctness and
completeness of objective questions;

2) according to the correctness and completeness of the
current question, generate some semantic fragments for
prompting users;

The evaluation strategies for the correctness and complete-

ness of objective questions mainly include the following:

o if the current question has the only correct option
(multiple-choice questions with a correct option, judgment
questions, and partially fill in the blank questions), then
only the standard answer and the user answer exactly
match, that is, the similarity is equal to 1 (Fs. = 1),
the question is considered correct, otherwise the question
is incorrect. The answer options in the semantic graph are
described using the three element sc-construction;

o if the current question has multiple correct options
(multiple-choice question with multiple correct options
and partially fill in the blank questions), it can be sub-
divided into the following situations for judgment:

— as long as the user answer contains the wrong option,
the question is considered wrong. According to the
definition of formulas (1), (2), (3), the similarity and
precision are both less than 1 at this time (Fs. < 1
and Ps. < 1);

— the all options included in the user answer are
correct, but the number of correct options is less than
the number of correct options in the standard answer,
then the question is considered partially correct and
incomplete. In this case, the precision is equal to
1, the similarity is less than 1, and the ratio of
the number of all options in the user answer to the
number of all options in the standard answer is the
recall (Fs. < 1 and Ps. = 1);

— if the options in the standard answer exactly match
the options in the user answer, then the question is
completely correct and complete. At this time, the
similarity is equal to 1 (Fs. = 1);

Next, we will introduce the working algorithm of this sc-
agent in detail:

Algorithm 2 — The working algorithm of sc-agent for
processing semantic similarity calculation results of factual
knowledge

Input: The semantic fragments of specific objective ques-
tion, as well as the precision, recall and similarity between
answers. The condition of the sc-agent response is that the
similarity between the semantic graphs of the answers described
using factual knowledge has been calculated, but the correct-
ness and completeness of the answers have not been judged.

Output: The final answer verification result of a specific
objective question, and the necessary semantic fragments used
to display the answer verification result.

1) checking whether all input parameters used for sc-agent
work meet the conditions, if so, go to step 2), otherwise,
go to step 5);

2) according to the evaluation strategies for the correctness
and completeness of objective questions, combined with
the precision, recall, and similarity between answers, ver-
ify the correctness and completeness of specific objective
question;

3) generating semantic fragments used to record the execu-
tion results of sc-agent;

4) removing all temporary sc-elements created while the
sc-agent is running;

5) exit the program.

Combining sc-agent for computing semantic similarity of
factual knowledge and sc-agent for processing semantic sim-
ilarity calculation results of factual knowledge can verify the
correctness and completeness of any type of objective question.
Fig. 1 shows an example of using the problem solver to
automatically verify the correctness and completeness of the
answers to the multiple-choice questions in SCg-code (SCg-
code is a graphical version for the external visual representation
of SC-code) [1], [6].

C. Sc-agent for computing semantic similarity of logical
knowledge

The basic function of the sc-agent for computing semantic
similarity of logical knowledge is to calculate the similarity
between semantic graphs described by logical knowledge.
Because the answers to subjective questions in the form of
semantic graphs in the knowledge base are described in the
form of logical formula using logical knowledge (SCL-code),
the similarity between the answers can be calculated using this
sc-agent [1], [4]. Usually, the answers to subjective questions
are not unique, so the similarity between answers becomes a
key indicator for evaluating the correctness and completeness
of user answers to subjective questions. Among them, user
answers in natural language can be converted into SCL-code
either manually or through natural language interfaces. Before
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Figure 1. An example of automatic verification of answers to the multiple-choice questions

the subjective question answer verification, we assume that the
factual knowledge contained in the user answer (for example,
the constant sc-nodes used to represent concepts or relations)
has been aligned with the existing knowledge in the knowledge
base (through natural language interface) [5]. Therefore, in this
article, the similarity between logical knowledge is calculated
based on semantic and logical knowledge representation struc-
tures;

The sc-agent for computing semantic similarity of logical
knowledge needs to complete the following tasks:

1) automatic selection of potential equivalent standard an-
swer;
according to the representation rules of logical knowl-
edge, the standard answer and user answer in the form
of semantic graphs are decomposed into substructures;
establishing the mapping relationship of potential equiv-
alent variable sc-node pairs between the semantic graph
of the standard answer and the semantic graph of the
user answer;
using formulas (1), (2), and (3) to calculate the precision
Pse, recall Rs. and similarity Fs. between semantic
graphs.

Automatic selection of potential equivalent standard
answer

Because some subjective questions usually have multiple
standard answers (pre-stored in the knowledge base), and
between the logic formulas used to formalize these answers do
not satisfy logical equivalence. For example, the definition of
equivalence relation: 1. in mathematics, an equivalence relation
is a binary relation that is reflexive, symmetric and transitive;
2. for any binary relationship, if it is a tolerant relationship
and is transitive, then it is an equivalence relation. Therefore,
when calculating the similarity between answers, it is necessary
to filter a standard answer that best matches the user answer
from multiple possible standard answers in advance, and then
calculate the similarity between them.

Because the answers to the subjective question in the
knowledge base of the ostis-systems are described by logical
knowledge in the form of logical formula. Therefore, if there

2)

3)

4)

are multiple standard answers to a question, and the logic
formulas between them do not satisfy the equivalence, we find
that the biggest difference between these answers is that the
predicates used to describe them are different (that is, the
constant sc-nodes used to represent concepts, relations, and
elements in different answers are different) [10]. Therefore, this
article proposes an approach to filtering the standard answer
that best matches the user answer according to the similarity
between all the predicates in the standard answer and all the
predicates in the user answer.

The approach to filtering the standard answer that best
matches the user answer according to the similarity between
the predicates mainly includes the following steps:

1) if sc-agent judges that there are multiple standard an-
swers to the current question, it will find all non-repeated
predicates in each answer (the constant sc-nodes used
to represent concepts, relations, and elements in the
answer);

using formulas (1), (2), and (3) to iteratively calculate the
similarity between all the predicates in the user answer
and all the predicates in each standard answer. Here,
the parameters in the formulas need to be given new
meanings.

2)

e Tsc(u) — all non-repeated predicates in the user
answer u;

e T,c(s) — all non-repeated predicates in the stan-
dard answer s;

¢ ® — binary matching operator, which represents the
number of matching between all the predicates in
the user answer and all the predicates in the standard
answer.

3) choosing the standard answer with the greatest similarity
to the user answer as the final standard answer.

Fig. 2 shows an example of filtering a standard answer in
advance that best matches the user answer according to the
predicate similarity between answers in SCg-code.

The establishment of mapping relationship of the poten-
tial equivalent variable sc-node pairs between answers
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Figure 2. An example of filtering a standard answer that best matches the user answer according to the predicate similarity between answers

As we have already introduced, since the semantic graphs in
the knowledge base used to describe the answers to subjective
questions contain variables sc-nodes (equivalent to the bound
variables in the predicate logic formula), when calculating the
similarity between answers, the most critical step is to establish
the mapping relationship (injection) of potential equivalent
variable sc-node pairs between answers [11], [14]. Therefore,
based on the existing ontology mapping methods, this article
proposes an approach to establish the mapping relationship of
potential equivalent variable sc-node pairs based on the seman-
tic structures (various sc-constructions). In order to establish the
mapping relationship of potential equivalent variable sc-node
pairs, the following problems need to be solved first:

1) first, the position of the variable sc-nodes in the semantic
graph needs to be determined;

2) it is necessary to determine the semantic connotation of
the variable sc-nodes in the semantic graph.

Usually any predicate logic formula can be seen as con-
sisting of two parts: 1. connective (such as negation (—) and
implication (—), etc.) used to describe logical relations, and
quantifiers (universal quantifier (V) and existential quantifier
(3)) used to carve the arbitrariness and existence of bound
variables; 2. atomic predicate formula that uses predicates to
describe variable attributes or relationships between variables.
The predicate formulas used to formalize the answer in this
article do not include free variables, so the variables in this
article specifically refer to bound variables [4], [10]. Because
the semantic graph used to describe the answer in the knowl-
edge base is constructed strictly according to the logic formula.
Therefore, the semantic graph used to represent the answer can
also be regarded as composed of these two parts.

In the ostis-systems, the sc-construction composed of sc-
tuple, relation sc-node, role relation sc-node and sc-connector
is used to describe logical connectives and quantifiers, atomic
predicate formula or multiple atomic predicate formulas that
satisfy conjunctive relation are contained in the sc-structure
and connected with the corresponding sc-tuple, and these sc-
elements together constitute the semantic graph used to repre-
sent the answer. The atomic predicate formula is described us-
ing various sc-constructions. In the semantic graph, all sc-tuples
and sc-connectors form a tree, which completely describes

the logical sequence between connectives and quantifiers in
the predicate formula. Because the sc-structure containing the
atomic predicate formula is connected to the corresponding sc-
tuple, as long as the position of each sc-tuple and sc-structure in
the semantic graph is determined, the position of each variable
sc-node in the semantic graph can be determined. In order to
determine the position of each variable sc-node in the semantic
graph, this article proposes an approach to numbering each
sc-tuple and sc-structure in the semantic graph according to a
depth-first search strategy (DFS). The approach mainly includes
the following steps:

1) starting from the root of the tree structure composed of
sc-tuples, each sc-tuple node in the tree is numbered
in turn according to the DFS strategy (the numbering
sequence starts from 0). If some nodes in the tree have
multiple child nodes, the sub-trees with these child nodes
as the root are sequentially numbered according to the
node priority specified below;

o if the child nodes and the parent node constitute
the semantic structure that expresses the implication
relation, then the priority of the conditional node
(this node is connected with the parent node using
a role relation ” if” ) is greater than the priority of
the conclusion node. That is, the node representing
the condition and the corresponding sub-tree priority
are numbered according to the DFS strategy;

o if a node has multiple child nodes, and there is a
node representing negative connective in the child
nodes, then the priority of this node is higher than
other nodes. If there are multiple nodes representing
negative connective in the child nodes, the priority
between them is related to the height of their corre-
sponding sub-tree, and the higher the height of the
sub-tree, the greater the priority;

o in the current version, for other situations, a node
is randomly selected for numbering.

2) according to the numbering sequence of sc-tuple, each
sc-tuple in the tree is traversed from small to large, and
the sc-structure connected to the current sc-tuple is num-
bered while traversing (the numbering sequence starts
from 1). If there are multiple sc-structures connected
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to the same sc-tuple, the sc-structure will be numbered
according to the priority specified below.

o if there are multiple sc-structures connected to sc-
tuple that represents universal quantifier or existen-
tial quantifier, the sc-structure that only contains
variables is numbered preferentially;

o if there are multiple sc-structures connected to the
sc-tuple that represents the implication relation, the
sc-structure representing the condition is numbered
preferentially;

« in the current version, for other situations, the num-
bering is based on the number of elements contained
in the sc-structure. The fewer the number of ele-
ments contained in the sc-structure, the numbering
will be given priority.

Because the atomic predicate formula or the conjunctive
formula of the atomic predicate formula is included in the sc-
structure, once the position of the sc-structure in the semantic
graph is determined, the position of each atomic predicate
formula in the semantic graph can be determined indirectly.
In answer verification, if the standard answer and the user
answer are exactly equal, it means that the atomic predicate
formulas with the same semantics between the answers have
the same position in the semantic graph (That is, the numbering
sequence of sc-structure is the same). In the ostis-systems,
the atomic predicate formula is expressed using various sc-
constructions, so this article will establish the mapping rela-
tionship of potential equivalent variable sc-node pairs between
the answers according to the matching relationship of the
sc-constructions in the same position between the answers
[4], [8]. The establishment of mapping relationship of the
potential equivalent variable sc-node pairs between answers
mainly includes the following steps:

1) according to the numbering sequence of the sc-structure
in the semantic graph, each time a sc-structure pair with
the same number is found from the standard answer and
the user answer;

2) according to the priority order (from high to low) of
the various types of sc-constructions used to describe
the atomic predicate formula, it is determined in turn
whether the current sc-structure pair contains this type
of sc-construction at the same time. If the current sc-
structure pair contains this type of sc-construction at the
same time, then, according to the matching relationship
of each sc-element between the current sc-construction
in the standard answer and the current sc-construction in
the user answer, the mapping relationship of the potential
equivalent variable sc-node pairs between the current sc-
construction pair is established. The priority order of
various types of sc-constructions, and the criteria for
judging whether the same type of sc-constructions match
are as follows:

o because there may be multiple sc-constructions in
the same sc-structure, in order to ensure the unique-
ness and accuracy of the mapping relationship of the
potential equivalent variables sc-node pairs between
sc-constructions, this article proposes to establish
the mapping relationship between variables sc-nodes
according to the priority order of sc-constructions.
There are 14 types of sc-constructions in the current
version, and the order of priority between them is
determined by the number of sc-nodes contained in
the sc-construction. The greater the number of sc-
nodes, the higher the priority. If the number of sc-
nodes is the same, it is determined according to the

number of variable sc-nodes, the greater the number
of variable sc-nodes, the higher the priority;

o the criteria for judging the matching of the same
type of sc-constructions are: 1. the constant sc-node
at the corresponding position between them exactly
matches; 2. there is a mapping relationship between
the variable sc-nodes of the corresponding position,
or there is no mapping relationship between the
corresponding position variable sc-nodes, and there
is no mapping relationship between these variables
sc-nodes and other variables sc-nodes. If any pair
of sc-constructions of the same type in the same
position between the answers satisfy the above two
conditions at the same time, the mapping relation-
ship between the corresponding position variables
sc-nodes between the sc-constructions is established
(if there is already a mapping relationship between
the two variable sc-nodes, it will not be created
repeatedly).

3) repeat step 1 — step 2 until all potential equivalent
variable sc-node pairs between semantic graphs have
established a mapping relationship.

Fig. 3 shows an example of establishing the mapping rela-
tionship of potential equivalent variable sc-node pairs between
semantic graphs according to the numbering order of sc-
structures in SCg-code.

In Fig. 3, the definition of the inclusion relation is described
in the form of a semantic graph (VAVB(A C B) <= (Va(a €
A — a € B))).

When the mapping relationship between the potential equiv-
alent variable sc-node pairs between the semantic graphs is
established according to the positions of sc-tuples and sc-
structures in the semantic graphs, the similarity between the
answers can be calculated using formulas (1), (2), and (3).
The criteria for judging the matching of substructures are: 1.
the constant sc-nodes in the corresponding position between
substructures have the same main identifier in the knowledge
base or the same number in the semantic graphs (sc-tuple and
sc-structure); 2. there is a mapping relationship between the
variable sc-nodes at the corresponding position between the
substructures.

Next, we will introduce the working algorithm of this sc-
agent in detail:

Algorithm 3 — The working algorithm of sc-agent for
computing semantic similarity of logical knowledge

Input: The specific subjective question and the correspond-
ing semantic graph of standard answer and the semantic graph
of user answer. The condition of the sc-agent response is that
two semantic graphs that use logical knowledge to represent
the answer appear in the sc-memory, and the similarity between
them has not been calculated.

Output: The precision, recall and similarity between an-
swers, and the sc-node used to record the matching status of
substructures.

1) checking whether all input parameters used for sc-agent
work meet the conditions, if so, go to step 2), other-
wise,go to step 12);

2) checking whether the current question has multiple
standard answers, if so, automatically select a standard
answer that best matches the user answer according to
the approach introduced earlier;

3) according to the rules of logical knowledge representa-
tion, the semantic graphs of standard answers and user
answers are decomposed into substructures;

4) the sc-tuples and sc-structures in the semantic graph
of the standard answer and the semantic graph of the

176



K T
mapping* ® * relation of compliance*
| i ool
o @ |——————— = r———————l
/ e | ' = = e . . — = - - = - = "
@deﬁniﬁon interpretation quastions g 45 i
| | @subjecﬁve questions I |
[ equivalenga* () I ! f quival ¥ | T
benerality* yenerality* @ [
bound vqriab!es'e (')Question - haiid vari'ab."ES’e l)t
(op )J;é’ ‘. of,)<Y
A B e
- - - -£ =
o QG"OEI'W‘N \.-.\ o generality* &) \
(33 r \1 AN y ! = > I(D \ implication*
g
then' 3’ € Pthen’
bound variables' bound vanab."es l
usqr answaer*
' P—
atomic dxistence @ atomic gxistence
' standard answer*
| 5@

le——— @) mapping*

- -3
¢<_

Ll D

relation of compliance*

Figure 3. An example of establishing the mapping relationship of potential equivalent variable sc-node pairs between semantic graphs

user answer are numbered respectively, and the mapping
relationship of potential equivalent variable sc-node pairs
between answers is established;

5) iteratively traverse each substructure of the standard
answer and user answer, classify them according to
the type of substructure, and count the number of all
substructures;

6) one type of substructure is randomly selected from the
set of recorded standard answer substructure types;

7) according to the standard answer substructure type se-
lected in step 6), a corresponding type of substructure is
selected from the set of recorded user answer substruc-
ture types;

8) iteratively compare each substructure with the same sub-
structure type between the standard answer and the user
answer, and record the number of matched substructures
and the matched substructures.

9) repeat step 6 — step 8 until all types of substructures

have been traversed;

using formulas (1), (2), (3) calculate precision, recall and

similarity, and generate semantic fragments for recording

sc-agent running results;

removing all temporary sc-elements created while the

sc-agent is running;

exit the program.

10)

11)

12)

When the precision, recall and similarity between the an-
swers to the subjective questions are obtained, the completeness
and correctness of the user answers can be evaluated. According
to the similarity, user answers are divided into the following
situations:

o if the similarity is equal to 1, the user answer is com-
pletely correct (Fs. = 1);

o if the similarity is greater than O and less than 1 (0 <
Fs. < 1), there may be two situations:

— the user answer is partially correct and incomplete
(the default mode of the current version);

— the logical formulas used to formalize standard an-
swers and user answers may satisfy logical equiv-
alence (in the following article, we will introduce
in detail the approach to judging the equivalence
between answers based on predicate logic).

« if the similarity is equal to 0 (Fs. = 0), the user answer
is completely wrong.

V. CONCLUSION AND FURTHER WORK

Automatic answer verification is one of the most basic func-
tions of ITS, which can quickly check the user mastery of new
knowledge and improve the user learning efficiency. Therefore,
this article introduces in detail an approach to developing a
problem solver for automatic answer verification in the ITS
developed using OSTIS Technology. The developed problem
solver can not only verify the correctness and completeness of
the answer to the subjective question, but also the correctness
and completeness of the answer to the objective question.
Because the problem solver is developed based on multi-
agent technology, sc-agent for computing semantic similarity
of factual knowledge, sc-agent for processing semantic sim-
ilarity calculation results of factual knowledge, and sc-agent
for computing semantic similarity of logical knowledge are
developed in this article respectively. The developed problem
solver completes the answer verification by combining different
sc-agents according to the type of the question.

The developed problem solver for automatic answer verifi-
cation in this article has the following advantages:

« verify the correctness and completeness of user answers

based on semantics;

« by calling different sc-agents, the similarity between any
two semantic fragments in the knowledge base can be
calculated;

« because the problem solver is developed based on multi-
agent technology, it is easy to add new functions;

o because the ostis-systems developed for different appli-
cation fields have the same knowledge representation
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approach and knowledge processing model, the problem
solver developed in this article can be easily transplanted
to other ostis-systems;

In future work, we hope to automatically generate some
comments and suggestions by analyzing the verification results
of user answers.
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Pa3paboTka pemareJis 3a1a4 JJist
aBTOMATHYECKOMH NMPOBEPKH OTBETOB B
HHTEJUIEKTYAJbHBIX 00yUYaIoIUX CHCTEMAaX

JIn Banbwy, Lians JIyHsaii

B nanHoii paboTe mpe/iIoKeH MoAXo/ K pa3paboTke peraresst
3ajay AJIsl aBTOMATHYECKOM MPOBEPKH OTBETOB B HMHTEJUIEK-
TYaJIbHBIX OOYYAIOIMX CHCTEMaxX, MOCTPOEHHBIX C HCHOJIb30-
BanneM Texnomorun OSTIS. Pemarens 3agau paspaboran Ha
OCHOBE MHOTOAreHTHOro moaxopga K oOpaboTke MH(GOPMALIUH.
PaspaboTaHHblil pelatesb 3agad aBTOMATHYECKH IPOBepsieT
NPaBUJIBHOCTb U TOJIHOTY OTBETA IOJIb30BATENIs HA CeMaHTHYe-
CKOM YpOBHE, UCIIOJIb3YsI COOTBETCTBYIOIINE HAOOPHI SC-areHTOB
B COOTBETCTBHUH C TUIIOM BOIIPOCOB (BOIPOCHI Ha BBIOOP, BOIIPOCH
Ha 3all0JTHEHHE TPOOEJIOB, BOIIPOCH! Ha TOJIKOBAHKE OIPeIe IeHHI
U T. A.). B curyanmu, Korga MOKET CYIIECTBOBATbh HECKOJBKO
CTaHJapPTHBIX OTBETOB (HAIIpUMep, AJIs BOIPOCOB Ha TOJIKOBAHHE
onpejeseHuil), peraTelib 3a1a4 MOXKET aBTOMAaTUUECKHU 3apaHee
oT(MIBTPOBaTh (PparMeHT CTaHIAPTHOTO OTBETA, KOTOPHIIl Hau-
JIy4IlIM 00pPa3oM COOTBETCTBYET OTBETY I0JIb30BATEIs, A 3aTEM
NPOJIOJDKUTH POBEPKY MPAaBUILHOCTH M TTOTHOTH MEK/Ly HUMHU.

Keywords—permarens 3aj1a4, MpOBEpKa OTBETOB, TEXHOJIOIUs
OSTIS, uHTeIeKTya bHble 00y4Yalolyie CUCTEMbl, OHTOJIOTHS,
6a3a 3HaHUI

C pa3sBUTHEM COBPEMEHHbIX MH(OPMAIMOHHBIX TEXHOJIOTHI
UCKYCCTBEHHBII MHTEJUIGKT KaK BaXKHas 4YacTh COBPEMEHHBIX
KOMITBIOTEPHBIX MPHIOKEHUH OBICTPO NpHUMeHsieTcsi B cdepe
oOpazoBanus. [IpUMeHEeHHe TEXHOJOTHil UCKYCCTBEHHOrO HH-
TeJUIEKTa B chepe 00pa3oBaHKsl MOKET He TOJBKO IIPeIOCTABUTh
HOBBIE METO/IBl M HMHCTPYMEHTBI OOYYeHHsl, HO W HO3BOJUTH
yYaluMcsl TPATUTh MEHblIE BpeMEeHH Ha NpuoOpeTeHue Oosee
MOJIE3HBIX 3HAHWH, 3((EKTUBHO MOBBIMAsS TOYHOCTH MOKCKA
unpopmarmu 1 3¢@eKTUBHOCTh OTOOpa 3HaHMA. B TO ke
BpeMsl COUETaHHWE TEXHOJIOTHH MCKYCCTBEHHOTO MHTEJUIEKTa U
00pa3oBaTeIbHOrO MPOLIeCcca TaKKe ABIAETCS OHUM U3 BaXXHBIX
cpeAcTB OoOecrnevyeHrsl CIpaBeUIMBOCTA 0Opa30BaHUs, YTOOBI
KaX/Iblil yYaIMiACs UMeJT PaBHble BOBMOXHOCTH 1JIS1 IOy YeHUS
3HaHMiA. Oco6eHHo nocie Benblku COVID-19 nnTemekTyas-
Hole oOyuaioniue cuctembl (MOC) urpaiot Bce Gosee BaxHYIO
poJIb B AMCTAHIIMOHHOM oOpasoBanuu. [lo mepe Toro kak pas-
pabarbiBaetcst Bce Oombiie u Oonbire OC, ucmonb3yembix B
Pa3IMYHBIX 00JIACTSIX, OONBIIMHCTBO Pa3pabOTUMKOB CUMTAIOT,
yro MIOC HeoGXOAMMO YHOBJIETBOPSTh, MO KpaiiHedl Mepe,
CJIeTyIOIIIM OCHOBHBIM (DYHKIIMSIM:

e ABTOMATHYECKasl MPOBEPKA OTBETOB, €C/IM OOHApyXeHa

oumoKa, He0OXOUMO MPOAHATU3ZUPOBATH MPUIUHY OIIHMO-
KU U TIPUHATH KOPPEKTHPYIOIINE MEpHI;

e B COOTBETCTBHU C YPOBHEM OOYy4YaloLIErocsi U CUTyaluein
00y4eHHUs1 aBTOMAaTUIECKH KOPPEKTUPYETCs COfepKaHue 1
nporpecc 00y4eHus;

e aBTOMATMUECKasl TeHepalusl pa3jMYHBIX BOIPOCOB U
yIpaXHEHUH;

o o0Jylajgasi CHOCOOHOCTBHIO TEHEPHPOBATh M MOHUMATh ecTe-
CTBEHHBII f3BIK, 4 TAKXKe OCYIIECTBISATh OTHOCHTEJIBHO
CBOOOZIHBIN YeT0BEKO-MalIMHHbIN Pa3roBop;

o HaJIMYUE CIIOCOOHOCTH OOBSACHATH COAEpKaHue 00yUeHus;

e ABTOMAaTHYECKOE pelleHHe BOIIPOCOB Ha OCHOBE IOHHMMa-
HU$I COZIepXKaHHsI 00y YCHUSI.

SIBnsisice Hambonee OCHOBHO#M M BaxkHOW (yHkumeir MOC,
aBTOMAaTHYeCKasi IPOBEpKa OTBETOB MOXET OBICTPO MPOBEPUTH
YCBOGHME II0JIb30BAaTE/IEM HOBBIX 3HAHMI M 3HAYMTENIBHO IO-
BBHICUTh 3((DEeKTHBHOCTh OOYUYeHMsI MOJIb30BaTeNs, IMO3BOJISA
HOJIB30BATENISIM TOMY4YHUTh OOJIblle 3HAHWI 3a OrpaHUYEHHOE
BpeMsL.
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