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Abstract—This article is dedicated to the study of the
possibilities of formalization and modeling with the help of
modern approaches in the field of artificial intelligence such
a structure of human consciousness as “the mental lexicon”.
According to experts in the field of psycholinguistics [1],
[39], it is a large graph of concepts and lexemes of a
language, related to each other by semantic connections,
which plays an essential role in the processes of generation
and perception of speech by a human [2], [40].

The usage of semantic networks for modeling this
structure allows using the advantages of this form of
representation in full for solving problems of natural
speech understanding by technical systems. This approach
also implies the need to develop methods of analysis and
processing of the speech signal, which precede the stages of
semantic processing, closer integration of these stages and,
in a sense, the erasing of the boundaries between them,
taking into account how this occurs in the process of speech
perception by the human brain [41]–[43]. This article is
concerned with the possibilities to show the advantages of
such a complex approach to the analysis of speech messages
through its implementation based on the Open Semantic
Technology for Intelligent Systems (OSTIS).

Keywords—mental lexicon, semantic network, voice assis-
tant, intelligent personal assistant, spoken language under-
standing

I . I N T R O D U C T I O N

Currently, the systems of intelligent personal assistants
have become widespread and popular. This is proved
by the large number of products related to the usage
of artificial intelligence methods in the field of speech
technologies, which are appearing on the market [3], as
well as the attention that leading technology companies
pay to the development of this direction [4].

As a rule, modern assistants have two main modes of
conducting a dialogue: command and free dialogue on
random topics ones [5].

The command mode is based on the search for a certain
keyphrase called “intent” in the user speech and the
implementation of a response action, depending on the
type of this intent. This mode allows, through the speech
interface, getting important for the user information,
performing some useful actions related to a certain class
of intent (ordering a taxi, turning on and off the music or
some device in the house, requesting a location or weather

for a certain date, searching for the nearest interesting for
the user place, etc.) [5]. If the system cannot precisely
classify the intent of the user, it transmits it in text form
to an Internet search engine, which should give some
relevant answer based on a combination of keywords.

A random mode, when the system tries to simulate
conducting a dialogue with a human, keeping up a
conversation on general topics, depending on the initial
assumptions contained in the user utterance. As a rule, in
this case, the recognition of input phrases is carried out
with an unlimited dictionary, when it is assumed that the
user can ask anything and the system, based on its internal
“knowledge” and the model of conducting a dialogue,
should “understand” the utterance and formulate the most
probable answer from the point of view of a human. It
should be noted that modern systems add various stylistic
language techniques, emotions, moods or even humor
to the conversation for making a dialogue realistic. To
prevent errors in case of incorrect interpretation of the
input phrase, it may ask the user to repeat one or more
of the last phrases [5].

By default, the system starts in command mode.
Switching between modes is performed automatically
by some key “intents”, when the system understands that
the user just wants to “talk” but not give the system
concrete target designations.

The modern voice assistant is a distributed software
and hardware system that consists of two main parts: a
client and a server ones (fig. 1).

From the point of view of the implementation of the
architecture modules, modern speech assistants consist of
the following main modules implemented with the help
of such libraries:

• automatic speech recognition (ASR) – “Deep-
Speech”, “Kaldi”, “Vosk” [6]–[8];

• natural language understanding (NLU) and dialogue
managment (DM) – “Wit.AI”, “Dialogflow”, “Rasa
NLP”, [9], [10];

• natural language generation (NLG) – “GPT2”,
“BERT”, “GPT3” [11], [12];
• text-to-speech synthesis (TTS) – “WaveNet”, “Taca-

troon”, “Nvidia Nemo TTS” [13]–[15].
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Figure 1. The intelligent speech assistant system architecture

In the current implementations of speech assistants,
most of these modules are fundamentally based on neural
network models and information processing methods.
There are a lot of open source libraries and frameworks
(including those listed above) that allow implementing the
functionality necessary for the operation of these modules.
Also, major technology companies have their products
that are being developed on a proprietary basis [4].

It is an established matter that the currently dominant
neural network approaches to solving this problem allow
achieving top results relative to classical machine learning
models, rule-based systems and other classical methods
of building dialogue systems [16]. However, these ap-
proaches also have their peculiarities and limitations,
primarily related to the strong dependence of the final
characteristics of the models on the quantity and quality of
training data, sample size, choice of network architecture,
the complexity of formalization and understanding of
the processes that occur inside in the learning process,
computational constraints of using large neural network
models on end devices with limited resources. Therefore,
it seems quite logical and promising to use data-based
methods, which include neural networks together with
other artificial intelligence methods that allow effectively
formalizing the processes of storing and processing
information inside the dialogue assistant.

The further development of intelligent personal assis-
tants will be quite difficult without extensive analysis of
the nature of the speech message, the peculiarities of its
perception at all stages, including at the semantic and
even pragmatic levels.

One of the fundamental structures of consciousness,
called in the psycholinguistic literature “mental lexicon”
[17], [18], [20], has a great significance in the acts of
speech message perception and understanding. Scientists
describe this structure as an internal dictionary, which is
a network of connected concepts (words), which are used
by a human when enabling speech communication. In
addition to the mental lexicon, there is also the concept
of a “mental grammar” of some add-in over the “mental
lexicon”, where the rules that we use when generating

and perceiving word forms and even whole sentences are
stored [53].

From our point of view, semantic networks and intelli-
gent agents that run in connection with them can serve as
a good abstraction for modeling such structures of human
consciousness, the properties and purpose of which for
computer systems can largely overlap with the purpose of
the “mental lexicon” units for a human, as it is considered
by specialists in psycholinguistics [21].

The question of displaying this structure in the frame-
work of an intelligent system with a natural-language
interface for building dialogue systems of a new class,
the building of which will be discussed in this article,
seems particularly intriguing.

I I . P R O B L E M D E F I N I T I O N

The mental lexicon is a term that denotes, in a wide
sense, how words are represented and systematized in
the human consciousness [17], [18]. Most scientists agree
that the mental lexicon can be described as a giant
network of concepts (fig. 2), where words that are close
in meaning and similar in sound (writing, in the case
of written speech) are connected [19]. The affinity and
organization of these concepts, primarily by semantic and
phonetic markers, has been proved by a series of various
experiments [22].

The mental lexicon is one of the most important
components of a language ability of a human, in which
notions about the world and their lexical representation
are fixed. The units of the mental lexicon are connected
into a single complex dynamic system that can be rebuilt,
depending on the situation. The mental lexicon has a
complex multi-sided and multi-level structure with intra-
and interlevel connections (fig. 3) [19], [44], and in its
organization, it is possible to distinguish the core and
peripheral areas, for example, based on the criteria of the
frequency of usage of concepts [45], [46].

Taking into account the volatility of the lexicon, it
can be stated that the boundaries between the core
and the periphery cannot be invariant because these
structures are in relations of dynamic connection. The
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core changes dynamically during human life since new
units are assimilated by the individual and some, on the
contrary, may fall outside the core as a result of a change
of professional activity, place of residence, social status,
etc. Nevertheless, the analysis of research has shown that
vocabulary that reflects national, social, professional, age
and other realias of the outside world of the individual
is prevalent in the core [47].

Figure 2. A fragment of the mental lexicon that includes the semantic
neighborhood of the concept “environment” [19]

The agility and mobility of the units of the mental
lexicon in the direction from the core to the periphery
and vice versa is provided by the type of connections
between them, based on the semantic similarity of the
units. In the mental lexicon, those connections of units are
active, which are reflected in integrations considered in
traditional semantics, such as a lexical-semantic field,
a lexical-semantic group, a lexical-thematic group, a
thematic group, etc.

Modern models of mental language representation dif-
fer not only in their attitude to the oppositeness of lexicon
and grammar but also in their directivity to the speech
generation or perception as well as compatibility with
languages of different structures. Although the mental
and neurophysiological mechanisms for enabling speech
activity are the same, the procedures vary significantly
depending on the type of language [23], [24].

Due to this fact, for languages of different types, the
description of the mental lexicon in the form of a single
model is hardly possible. The actual models of the mental
language representation are grouped into four classes [23]:
• single-system models that do not separate lexicon

and grammar;
• two-system models that separate the lexicon as an

inventory of units from grammatical rules;
• hybrid models that allow, along with the integrated

one, elementwise storage of word forms and the
usage of rules for combining morphemes in word
forms;

• models without a mental lexicon.

An essential part of the research of the mental lexicon
by psycholinguists correlates with hybrid models focused
on speech perception [48].

Hybrid models assume both gestalt (perceived as an
integral whole) storage of word forms and the decomposi-
tion of a word form into morphemes; at least productive
affixes can be stored as independent units and, accordingly,
act as operational units when planning an utterance. In this
case, the storage of units and their operation occurs due to
three levels of representation: the notion of morphemes,
the notion of a complete word form, the notion of a
lemma. The word form is extracted from the mental
lexicon as a gestalt, although its elementwise extraction
is possible both for recognition when perceiving speech
and generating an utterance. The lemma is interpreted
in different ways, but all interpretations are unified by
its relation to semantics; rather, the lemma mediates the
transition from formal representations (the sound/graphic
image of a word form) to the node of the semantic network
[25]. The lemma represents the general meaning of the
lexeme, thus providing access to the concept as an item
of the semantic network [26].

Current models of the mental lexicon, along with the
generalization of the results of experiments in standard-
ized methods, often explicitly or implicitly rely on the
concepts of early psycholinguistics. The possibility of
ambivalent comprehension of a derivative (and its word
forms) both entirely and on the basis of the elementwise
analysis is proved in the following papers [25], [49].
If a word form represents a storage unit in almost all
models of the mental lexicon, then in the process of
searching for access to it, it is possible to operate with
other units: morphemes (quasi-morphemes) for perception
and lemmas for speech generation. The storage unit may
not coincide with the operational one – the unit that the
speaker or listener operates with [50].

The mental lexicon is often represented as an
associative-verbal network [51], as a “dynamic functional
system that organizes itself due to the constant interaction
between the process of processing and ordering speech
experience and its products” [52].

In this case, linguistic (verbal) units can act as a
storage unit in the mental lexicon. The representation
of morphemes, integral word forms and lemmas in the
mental lexicon at its different levels within the framework
of the hybrid model suggests the ability to assess the
accuracy of word form recognition based on grammatical
features as well as segmental and suprasegmental phonetic
characteristics. Moreover, the variability of the sound
image of a word form in the conversation suggests the
presence of such a mechanism of speech perception that
would allow correlating a variable acoustic signal with
the perceptual standard of a language item stored in
consciousness and associated with the lemma level. The
operation of this mechanism is based on probabilistic
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Figure 3. Possible layers of the mental lexicon [19]

forecasting of the subsequent signal of the speech chain
based on various features [50]. In essence, the study of
speech perception in this aspect is an analysis of the
mechanisms of access to the units of the mental lexicon.

In the memory of a native speaker, the standards
of the sound image of words and the main syntactic
constructions (including the intonation contour) that
correspond to the sentence are stored. The complex of
linguistic features characterizes the expression plane of
language units and, thanks to this, mediates access to
a perceptual standard correlated with the content plane,
that is, language semantics.

Perceptual standards combined in the perceptual lan-
guage base are correlated with the units of the mental lex-
icon: perceptual standards of the lexical level are a unit of
access to the word-form level, correlated with lemmas and
thus with semantic representations. An actual linguistic
problem is the modeling of the perceptual language base
as a hierarchical probabilistically organized structure of
multidimensional matrices of language units of different
levels, permeated with multiple intersecting perceptually
significant linguistic features. Characterizing the form of
language units, the complex of features mediates access to
the perceptual standard and intromission to the semantic
level [2], [53].

The significance of the mental lexicon for the processes
of speech perception and understanding, indicated above,
demonstrates the relevance of the research of this psy-
cholinguistic concept as well as the importance of the
problem of implementing structures like the described
one as part of intelligent systems with a natural-language
interface. This can lead, including due to the synergetic
effect, to an improvement in the quality of the model
operation in the current implementations of the systems
as well as confer them new useful properties. Thus, the
purpose of this article is to study the possibilities of a
modeling and implementation of the mental lexicon and
the potential benefits that can enable its implementation

as part of a new generation of speech assistants.
To achieve this purpose, it is necessary to solve the

following main problems:
• to perform modeling and formalization of the net-

work part of the mental lexicon as a complex system
of hierarchical concepts connected by semantic,
perceptual, frequency, etc. features that allow a
human to carry out the processes of conceptual-
ization, formulation, perception and articulation in
the process of speech communication;

• to choose and implement an adequate model of
speech perception mechanisms that is related as
closely as possible to the notion of this process
and its connection with the mental lexicon.

It should be noted that in the case of modeling the
mental lexicon for its implementation as part of technical
systems, other important and relevant from a scientific
and practical points of view problems can be identified.
However, the two points listed above are of the highest
priority in terms of their significance and those useful
properties that can be enabled by the implementation
of the mental lexicon as part of an intelligent system.
Approaches to their solution are the subject matter of this
article.

I I I . P R O P O S E D A P P R O A C H

To solve the two abovementioned problems, we propose
two main approaches for consideration:
• the usage of the semantic network appliance for

modeling the structure of the mental lexicon and
the connections between its elements as one of the
similar models of the representation and organization
of knowledge implemented in technical systems;

• taking an approach based on semantic-acoustic
analysis, represented by us in a series of previous
articles [30]–[32], which offers a solution to how
it is possible to make a direct connection between
the acoustic image of a word and its meaning in
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the semantic network (in our case, in the network
of the mental lexicon), as it occurs in the process
of perception of speech information by a human,
and how to connect the acoustic image of a word
with its concept in the semantic network in the most
direct way.

I V. S E M A N T I C L E V E L

A semantic network is a model for representing
knowledge in a formalized form, which allows describing
any information in the form of a graph structure [54],
[55]. Nodes in such networks are concepts connected by
semantic relations that act as edges of the graph [27].
Each node of the network has an important property from
the point of view of semantics, namely, each element is
associated with some of its “meaning” and “sign” (in
the classification according to Ch. S. Peirce), i.e., the
direct meaning of what this node means, as well as how
this concept is represented in the area of perception, is
its external form [57]. As an example, it is possible to
introduce the concept “house” and a picture of a house
as a visual image of this concept. In the case of a mental
lexicon, an analogy with the acoustic or orthographic
image of a word and its meaning (the place of the concept)
in the mental lexicon associated with this sign can be
drawn.

The usage of semantic networks for knowledge repre-
sentation has the following main advantages [58]–[60]:
• they allow quickly and easily adding information,

drawing conclusions based on the connections be-
tween different concepts;

• they ensure coherence and the absence of duplication
of concepts;

• the information in the network can be easily inter-
preted by both a machine and a human;

• they can be used equally effectively to describe any
subject domain.

The semantic network reflects the structure of the
subject domain, the model of which it is, in an “almost
isomorphic” way. So, the structure of any subject domain
can be represented in the form of a semantic network quite
simply, “almost isomorphically” (in the sense specified
above). In other words, the correlation between the subject
domain and the corresponding semantic network is quite
transparent and has no unnecessary complications due not
to the essence of the matter, not to the structure of the
subject domain but to the peculiarities of the description
language. Within the framework of this correlation, there
is a fairly simple semantic interpretation of various types
of elements of the semantic network (nodes, bindings,
incident relations of bindings, key nodes) [61].

To an extent, semantic networks can also include the
forms of information representation that humanity has
been dealing with for a long time. The generally ac-
cepted ways of representing schematic electrical diagrams,

logical circuits, flow diagrams are also nothing more
than semantic networks represented in various alphabets.
It is also obvious that semantic networks also include
such ways of representing information as cognitive maps,
knowledge maps and much more [28].

Such a seemingly simple and intuitive form of informa-
tion representation allows formalizing knowledge from
any subject domain quite fully, placing it in a model
called an ontology, which has important properties for
searching and extracting this information [29]. Something
similar occurs in the process of human ontogenesis, when
all the acquired knowledge and experience sum up in
a complex system of concepts connected by nonlinear
relations, where the search is carried out on the basis of
semantic, associative, frequency and many other complex
criteria for information search. The representation of such
a structure at the linguistic level of human functioning, in
fact, is the mental lexicon, the computer model of which
will be nothing more than the knowledge base of the
intelligent system.

At the same time, let us emphasize that the semantic
network as an abstract mathematical structure should
be clearly distinguished from different variants of its
implementation and representation in computer memory,
including graphical visualization. Various semantic net-
works can have different alphabets of elements (different
sets of labels on the elements of semantic networks) [28],
[62]. Each of these implementations has its characteristics,
strengths and limitations. One of the platforms that
have proven their effectiveness in the development of
intelligent systems based on semantic networks is the
OSTIS Technology. The features of using this technology
and its advantages for modeling the mental lexicon will
be considered below.

V. A C O U S T I C L E V E L

In terms of modeling the process of speech perception,
it should be noted once again that the study of speech
recognition in this aspect is an analysis of the mechanisms
of access to the units of the mental lexicon [2], [25], [48].

As was already mentioned above, the standards of the
sound image of words and the main syntactic construc-
tions (including the intonation contour) that correspond
to the sentence are stored in the memory of a native
speaker. As storage units in the mental lexicon, linguistic
(verbal) units can serve. The representation of morphemes,
integral word forms and lemmas in the mental lexicon
at its different levels within the framework of the hybrid
model implies the ability to assess the accuracy of word
form recognition based on grammatical features as well
as segmental and suprasegmental phonetic characteristics.

Separately, it should be emphasized that if the question
is about the perception of oral communication, the
nodes of the lexicon are connected directly with their
corresponding acoustic images and not their analogues in
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Figure 4. The conceptual architecture of the system: a) the default 3-tier approach; b) an approach based on semantic-acoustic analysis

the form of a text or other representation. Text notations
associated with lexicon units are used in the process of
perception and transmission of speech in written, not oral,
form. There is no contradiction here because several signs
of different types can correspond to the same semantic
concept. For example, the concept “house” coincides with
an acoustic image of the word “house”, its text entry in
the corresponding language, a visual image in the form
of an image of a house. All these signs are equivalent in
terms of the efficiency of their usage for accessing the
nodes of the mental lexicon.

This fact of the organization of processes of pro-
cessing auditory information differs significantly from
the principles, on which modern speech recognition
and understanding systems run when there is a rigid
hierarchy of recognition stages. At the initial stage, the
basic acoustic units of the language, phonemes and
allophones, are transmitted (recognized) into their textual
representation, in the future, at higher levels of language
information processing (syntactic and semantic ones),
only their textual representation is used.

Thus, the acoustic image of the concept is subordinated
to the text image, which is not present in real life
but is important for the current level of development
of recognition systems, including as part of speech
assistants, since it reduces the complexity of implementing
current solutions. Therefore, we consider it essential to
create methods of signal analysis that would allow more
naturally describing the fact of the interrelation of verbal
signs in acoustic form with the nodes of the mental
lexicon.

In this article, we propose to use the method of

semantic-acoustic analysis. The ideas of this method
were proposed and considered by us in the papers
[30]–[32]. It allows performing the primary parsing and
parameterization of a speech message using special signal
processing techniques. In the course of their application,
certain “acoustic images” that correspond in our case to
the concepts of the mental lexicon are separated from
the conversation, which in turn will correspond to certain
nodes (signs of concrete entities or concepts) in the
semantic network.

In this article, at the current level of development of
the proposed approach, it is recommended to extract
and analyze sound images of concepts according to
the principle of audio dactyloscopy systems (“audio
fingerprinting”) [36]. This method involves comparing
the selected audio fragments of the signal, represented in
parametric form, with a dictionary of standards and deter-
mining the proximity measure of the selected “acoustic
image” to the standard of this image – associated with
the corresponding node of the semantic network of the
mental lexicon. The degree of confidence measure, in this
case, is rather a proximity measure of the selected signal
fragment to the reference one in the selected parametric
space.

In general, the following information may be required
to carry out this kind of analysis within the framework
of the proposed approach:
• a set of standards for correlation with fragments of

a speech signal and their specification;
• the context of the analyzed message (from whom the

message was received, in what external conditions,
what other sounds are present in the background,
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etc.);
• a set of rules for the transition from fragments

of a speech message to semantically equivalent
constructions in the knowledge base;

• a semantic specification of the concepts included in
such constructions.

For speech analysis, a model based on a hybrid
representation of a speech signal will be used, which
allows representing any fragments of a speech signal of
different nature of sound generation in the most adequate
form [33].

Vocalized and non-vocalized fragments of the signal
are described by periodic (harmonic) and aperiodic (noise)
components, which are important for the perception and
differentiation of various acoustic images of concepts
and are described by various components of the model.
Details of the model implementation will be presented
below during the description of the system architecture.

From our point of view, such a joint implementation of
the abovementioned approaches focused on modeling the
mental lexicon using semantic networks and semantic-
acoustic analysis will allow acquiring of new useful
properties by the intelligent personal assistant: additional
flexibility and adaptability, the ability to overcome the
limitations inherent to the systems presented on the market
at the moment. All this will eventually allow such systems
to come up to a whole new level.

V I . P R A C T I C A L A P P L I C AT I O N

It would be desirable to consider the possibilities of
using the presented approaches on a practical example
of one of the most relevant fields of application of
speech assistants. At the moment, such a direction is
the systems of semi-automation of the infrastructure of
accommodation units, which are called “smart home”
systems in common terms.

All these systems are built according to the same
scheme for recognizing a selective list of commands
transmitted by the user from an application with a
graphical interface or through a voice control interface,
which the system implements, and this scheme has a set
of parameters embedded in it that are configured during
the programming and deployment of the system.

For the expansion and reprogramming of such systems,
special knowledge and skills are required to add certain
new nodes to the system, to ensure their correct configu-
ration depending on the operating conditions. Often, all
these actions require a highly qualified user or a house-
call of high-paid specialists.

In this context, speech assistants act as part of the
system, providing speech input, interpretation and trans-
mission of commands to the smart home controller as
well as notification of the current state of the system. Due
to the lack of flexibility and limitations of the current
implementation, they do not allow the user of speech

interface tools to perform “fine-tuning” of the system,
changing the system parameters just-in-time and adapting
the system to changing external conditions: the appearance
of new users of the system who are not familiar to it, fine-
tuning the system depending on changes in the weather
during the day or the time of day.

As a cover of our theses, let us present several scenarios
for using the smart home system that are not available
in current system implementations, where improved
adaptability of the system to changing conditions is
necessary:

• Example 1. Reprogramming of the access control
system just-in-time. Imagine that guests came to
the owners of a detached home for dinner. A
smart home equipped with the option of controlling
access to rooms by identifying the user by voice
or face image (this option is considered in detail in
the article “Semantic analysis of the video stream
based on neuro-symbolic artificial intelligence”)
from microphones or watching cameras of a smart
home. As part of the standard implementation of
the smart home system, new rules would have to be
added by reconfiguring the system. Having a flexible
system based on the principles described above, it
would be possible to “introduce” new users to the
system and order it to issue access permissions to
new persons for a specified period immediately at
the moment of their first appearance. The system
would formulate the rules independently, according
to which it can provide guests with access to the
rooms of the house and adhere to them during the
allotted time.

• Example 2. Adaptive fuzzy lighting control. During
the day, significant fluctuations in the intensity of
natural light can be detected within a short time.
This is especially true for countries located in the
midland with an oceanic or moderate-continental
climate during the mid-seasons of the year when
there is often a change in atmospheric phenomena.
The settings of the lighting parameters of sensors
and controllers are calibrated to some average values,
without taking into account the complex dependen-
cies of changes in external parameters. However,
during the day, there may be situations when it is
necessary to adjust the overall picture of the lighting
of the rooms of the building, related to the daily
round: the presence or absence of humans, work
that requires lighting or not, rest schedule, etc. In
modern systems, there is no functional ability to
make the light in a certain room “brighter” or “more
subdued” without specifying the exact intensity value.
Moreover, it is often difficult for the user to give a
clear command: “Make the lighting intensity 15%
more”. Quite often, the user does not know about the
acceptable scale of intensity values and its dynamic

147



range. It would be much easier, in this case, to “ask”
the system to “make the lighting a little brighter” or
“a little more subdued”, and how much is “a little”,
taking into account the current level of illumination
of the room and the lighting parameter profile, the
system should be able to determine and implement
itself.

Thus, the implementation of the system based on the
modeling of the mental lexicon with the help of semantic
networks and speech analysis using the semantic-acoustic
approach would give additional flexibility to the semantic
core of the system, provide the possibility of forming new
rules in the knowledge base of the system directly, by
means of the language interface in the interaction process.
The architecture of such a system and the analysis of its
specific components are presented below.

A. Algorithm of the system operation

The general algorithm of the operation of an intelligent
personal assistant that includes the implementation of a
mental lexicon model (in the form of a knowledge base of
an intelligent system built using the OSTIS Technology)
for conducting a dialogue with the user can be described
in the form of a sequence of the following actions.
• The user utters a speech message or command for

the smart home system.
• Further, the acoustic module implemented within the

framework of the OSTIS platform as an Agent of
transition of speech into the semantic representation
performs the procedure of semantic-acoustic analysis
and transmits its results directly to the knowledge
base of the system in the form of concept identifiers,
thus displaying a natural language phrase in the
semantic space of the computer “mental lexicon”.

• Then the semantic analysis module, which includes
the knowledge base of the system and the Mes-
sage processing agent, Agent of decomposition of
messages into atomic ones, Agents of allocation of
entities and relations, Message classification agent
and Agent of logical inference, parses, analyzes
and interprets the received user message using
information from the knowledge base (about the
profiles of the system users, its current state, environ-
mental factors, etc.). With the help of the Command
classification agent and Agent of the control of
executive devices, it executes a user command or a
request.

• As a result, the response generation module, in
which, based on the response structure in the knowl-
edge base, the result of the work of the system
is created in text form by means of the Message
generation agent, which is then voiced by the system
through the Agent of text-to-speech transition, which
refers to the text-to-speech synthesis engine. As a
result of the reasons for the typical implementation

of the last module, consideration of its features is
beyond the framework of reference of this article.
The Message classification agent classifies the re-
ceived message based on the rules present in the
knowledge base.

Further, the features of the implementation of the
two main modules, acoustic and semantic ones, will
be considered in more detail to demonstrate how the
designated problems of modeling the mental lexicon can
be implemented.

B. Acoustic module

For speech analysis, a model based on a hybrid
representation of a speech signal will be used, which
allows representing any fragments of a speech signal of
different nature of sound generation in the most adequate
form [33]. Vocalized and non-vocalized signal fragments
belong to separate parts of the model: periodic (harmonic)
and aperiodic (noise) ones.

Mathematically, the main idea of the given model can
be formalized in the following form:

s(n) = h(n)+ r(n), n = 0, ..,N−1 (1)

where s(n) is the input speech signal, h(n) – a harmonic
component, r(n) – a noise component of the signal,
n and N – the current signal sumple number and the
total duration of the analysis fragment, respectively. The
harmonic component can be represented by the following
expression:

h(n) =
K

∑
k=1

Gk(n)
C

∑
c=1

Ac
k(n)cosc

k n+φ
c
k (0)) (2)

where Gk is an amplifier gain determined based on
the spectral envelope, c – the number of sinusoidal
components of the signal for each harmonic curve, Ac

k –
the instantaneous amplitude of the c-th component of the
k-th harmonic curve f c

k and φ c
k (0) – frequency and initial

phase of the c-th component of the k-th harmonic curve,
ek – an actuating signal of the k-th harmonic curve. The
amplitudes AC

k are normalized to provide the sum of the
harmonic energy equal to ∑

C
c=1[A

c
k]

2 = 1 for k = 1,...,K.
In this case, the aperiodic component is modeled over

the entire frequency band, as it is demonstrated in the
spectrum of a real speech signal [34]. This effect is
reached by applying the technique of signal analysis
through synthesis and diminution of the harmonic part
from the original signal:

r(n) =

{
max(s(n),h(n))−h(n), s(n)> 0
min(s(n),h(n))−h(n), s(n)< 0 (3)

Thus, for one signal frame with the number m and
the duration of N samples, a characteristic vector is
formed, which includes the coefficients of the model
xm = [Gk,Ac

k, f c
k ,K,C]. The acoustic image of a single
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word is a sequence of such characteristic vectors: X =
(x1,x2, ...,xM)T .

It is proposed to evaluate the model parameters
using the method of instantaneous harmonic analysis,
which allows significantly increasing the accuracy of
determining the parameters of the periodic component
[63]. Its application allows obtaining a high temporal
and frequency resolution of the signal as well as a
clearer spectral pattern of the localization of energy at
the corresponding frequencies (fig. 5) and, as a result,
performing a more accurate assessment of the signal
parameters (on average by 10–15%).

Figure 5. STFT- and IHA-based spectrograms

Unlike the classical methods of signal analysis used in
modern speech recognition systems based on the determi-
nation of Mel-frequency cepstral coefficients (MFCC) or
linear prediction coefficients (LPC) [64], [65], the method
based on instantaneous harmonic analysis allows getting
a high temporal and frequency resolution of the signal
as well as a clearer spectral pattern of the localization of
energy at the corresponding frequencies. Unlike classical
methods, which are based on the discrete Fourier series
transformation or the definition of the autocorrelation
function of a signal on a short fragment, the method
under consideration does not impose strict constraints
related to adherence to the conditions of stationarity
of the signal parameters on the analysis frame. At the
same time, the parameters of the harmonic model, if
necessary (for example, to describe the spectral envelope),
can be relatively easily converted to other methods of
representation, such as classical Mel-frequency cepstral
or linear prediction coefficients.

Algorithms that implement the signal processing
method described above based on instantaneous harmonic
analysis have a reference implementation as part of the
GUSLY audio signal analysis and synthesis framework
[35].

Thus, after obtaining the parameters of the model, we
can generate a spectrogram of the signal. A spectrogram
is a visual representation of the frequency content of a
signal as a function of time (fig. 6). The spectrogram
of any audio signal can be considered unique, but this
representation has too high a dimensionality to be used as
a kind of fingerprint of the “acoustic image” associated
with a specific node of the mental lexicon. Therefore, a
more compact representation of the acoustic images of
the mental lexicon is required. Similarly, this procedure is
implemented in such services as, for example, the music
recognition application “Shazam” [37].

The spectrogram of the signal of a phoneme, lexeme,
word combination or even an entire phrase that sounds in
speech can be considered its unique signature. Therefore,
to determine whether two acoustic images are the same,
it is possible to compare their spectrograms. However,
the spectrogram is a rather large three-dimensional array
(frequency, time, amplitude) and, therefore, requires a
significant memory amount.

Figure 6. A spectrogram of the speech signal

Physical storage and computational comparison of
unique signatures in the form of spectrograms for millions
of nodes of a semantic network would be an unsolvable
problem. Therefore, it is important to find methods
that will allow highlighting only the most significant
information from the spectrogram and finding a way to
present it in tabloid form. One of the techniques of such
compression involves the creation of what is called a
“constellation map”, i.e. an array of key points of the
spectrogram, which is formed by finding local peaks in
the signal spectrum (fig. 7).

The next step is to obtain a compressed representation
of this array of points and create an acoustic image
fingerprint that denotes an audible concept. We use
a method, in which the frequency of a local peak is
combined with the frequency of another local peak in
its neighborhood and the time difference between the
frequencies is calculated [36].
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Figure 7. Highlighting of peaks on the spectrogram

For each local peak frequency (anchor), we have a set
of the nearest frequencies (targets) and their time deltas.
By forming sets of such triples of parameters for each
peak frequency in this way, we can preserve the unique
features of the analyzed signal fragment. The constellation
map (fig. 8) is the information used to generate an acoustic
image fingerprint by transmitting it to the hashing function.
The hashing function receives data of indeterminate length
and generates output data of fixed size (called a hash).
In addition, hashing functions will always produce the
same hash for the same input. The result of the hashing
function is a sound fingerprint of the acoustic image of the
spoken word, which we can compare with the standard
associated with the node of the semantic network of the
mental lexicon.

Figure 8. The constellation map

To determine the proximity between two images, we
will use the Jaccard distance, which allows measuring
the similarity between finite sets and is defined as the
size of the intersection divided by the size of the union
of these sets:

J =
|Hsig∩Hre f |
|Hsig∪Hre f |

=
|Hsig∩Hre f |

|Hsig|+ |Hre f |− |Hsig∩Hre f |
(4)

where J is the value of the Jaccard distance, Hsig – a
hash of the acoustic image of the input signal, Hre f –
a hash of the acoustic image of the standard associated
with the network node.

This approach allows us to compare signals that
can have different lengths, which is a very common
phenomenon since words of a language can be and are
often pronounced at different speeds. Another important
property of the proposed algorithm is its low computa-
tional complexity, which allows it to be used in nearly
real-time systems. This is especially true for creating
speech assistants where the speed of the system response
to user input is important.

C. Semantic module

As a technological basis for the implementation of the
proposed semantic part of the system, it is proposed to
use the OSTIS Technology [66]. The main advantages of
the implementation of intelligent systems in the context
of solving the problem of modeling the mental lexicon
as a semantic network of language concepts have already
been identified by us in the section “Problem definition”.
Let us focus on some practical aspects of the usage of the
technology and its features that provide these advantages.

The systems built on the basis of the OSTIS Technology
are called ostis-systems, respectively, the module for
understanding speech messages, the prototype of which
is considered in this article, will be built as a reusable
component that will be integrated into various ostis-
systems in the future, if necessary.

As a formal basis for encoding various information in
the knowledge base, the SC-code [66] is used, the texts
of which (sc-texts) are written in the form of semantic
networks with a basic set-theoretic interpretation. The
elements of such networks are called sc-elements (sc-
nodes, sc-arcs). The focus of this work on the OSTIS
Technology is due to its following main advantages:
• within the framework of this technology, unified

means of representing various types of knowledge,
including meta-knowledge, are proposed, which
makes it possible to describe all the information
necessary for analysis in one knowledge base in a
unified manner [38];

• the formalism used within the framework of the
technology allows specifying in the knowledge base
not only concepts but also any files external from the
point of view of the knowledge base (for example,
fragments of a speech signal), including the syntactic
structure of such files;

• the approach proposed within the framework of the
technology to the representation of various types of
knowledge [38] and models of their processing [29]
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ensures the modifiability of ostis-systems, i.e., allows
easily expanding the functionality of the system by
introducing new types of knowledge (new systems of
concepts) and new models of knowledge processing;

• the above advantages cumulatively make it possible
to perform acoustic, syntactic and semantic analysis
of messages in the same memory using unified
processing tools, which, in turn, allows adjusting
the analysis processes at any stage using various
information from the knowledge base. In turn, the
developed module for speech message understanding
is itself built as an ostis-system and has an appro-
priate architecture.

D. Knowledge base

The basis of the knowledge base of any ostis-system
(more precisely, the sc-model of the knowledge base)
is a hierarchical system of subject domains and their
corresponding ontologies. The upper level of the hierarchy
of the part of the knowledge base related directly to speech
assistants is shown below.

Voice assistant knowledge base
⇐⇐⇐ section decomposition*:
{{{• Section. Subject domain of messages
• Section. Subject domain of dialogue
⇐⇐⇐ section decomposition*:
{{{• Section. Subject domain of dialogue

control
• Section. Subject domain of dialogue

participants
}}}

• Section. Subject domain of a smart home
}}}

The knowledge base of the ostis-based system has
already been partially described in [32], but it has been
expanded and has undergone some changes, which will
be discussed in more detail below.

Next, let us take a closer look at some of the above
subject domains.

E. Subject domain of messages

Below is the upper level of the updated and refined
message classification according to various criteria that
do not depend on the subject domain.

atomic message
⇒⇒⇒ decomposition*:
{{{• interrogative message
• imperative message
• declarative message
}}}

⇒⇒⇒ decomposition*:
{{{• message without an emotional coloring
• message with an emotional coloring
}}}

⇒⇒⇒ decomposition*:
{{{• message about the past
• message about the present
• message about the future
}}}

An atomic message is a message that does not include
other messages.

interrogative message
⊃⊃⊃ information request message

imperative message
⊃⊃⊃ wish message

declarative message
⇒⇒⇒ decomposition*:
{{{• informational message
• neutral message
⊃⊃⊃ greeting message
⊃⊃⊃ valedictory message

}}}

A neutral message is a declarative message that does
not carry new information and does not confirm or deny
formerly known information. An example of a neutral
message is a message that contains information known to
the system, but that is not an answer to a question asked
to confirm/deny this information.

informational message
⇒⇒⇒ decomposition*:
{{{• informing message
• message of denial of information
• message of confirmation of information
}}}

message with an emotional coloring
⇒⇒⇒ decomposition*:
{{{• message with a negative emotional coloring
• message with a neutral emotional coloring
• message with a positive emotional coloring
• message with an undefined emotional coloring
}}}

A message with a negative emotional coloring is
an atomic message that expresses a negative emotion;
negative emotions include anger, fear, hate, fright, etc.
A message with a neutral emotional coloring is an
atomic message that expresses a neutral emotion; neu-
tral emotions include curiosity, surprise, indifference,
etc. A message with a positive emotional coloring is
an atomic message that expresses a positive emotion;
positive emotions include pleasure, exultation, love, etc.
A message with an undefined emotional coloring is an
atomic message that has an undefined emotional coloring,
on the basis of which it is difficult to determine an
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emotion; this type of message can appear when a person
demonstrates several, usually conflicting, emotions.

F. Subject domain of dialogue participants

To represent information about the participants of the
dialogue, an appropriate model of the subject domain and
ontology are created. The structure of this subject domain
is shown below:

Subject domain of dialogue participants
⇒⇒⇒ private subject domain*:

• Subject domain of biography
⇒⇒⇒ private subject domain*:

• Subject domain of organizations
• Subject domain of territorial entities
• Subject domain of living beings
• Subject domain of awards
• Subject domain of education

• Subject domain of personal characteristics
⇒⇒⇒ private subject domain*:

• Subject domain of mental states
⇒⇒⇒ private subject domain*:

• Subject domain of
emotions

• Subject domain of mood
• Subject domain of personality types

The subject domain of biography contains means
of describing factual data from the biography of the
interlocutor, such as:
• participation in any organizations and their charac-

teristics;
• relations that connect them with territorial entities

(such as the place of birth*);
• information about relatives and marital status;
• awards received (including honorary titles);
• educational qualifications.
The subject domain of personal characteristics contains

means of describing the mental state of the interlocutor
as well as their personality type. The need to store this
information is due to one of the goals of the system – to
maintain a good mood in the interlocutor, which results in
the need to take into account their current state during the
dialogue. Within the framework of this subject domain,
the following classes of mental states are distinguished:

mental state
⇐⇐⇐ decomposition*:
{{{• superficial mental state
• deep mental state
}}}

⇐⇐⇐ decomposition*:
{{{• conscious mental state
• unconscious mental state
}}}

⇐⇐⇐ decomposition*:

{{{• personality-related mental state
• mental state caused by the situation
}}}

⇐⇐⇐ decomposition*:
{{{• positive mental state
• negative mental state
• neutral mental state
}}}

⇐⇐⇐ decomposition*:
{{{• short-term mental state
• long-term mental state
• medium duration mental state
}}}

Figure 9 shows a fragment of the description in the
knowledge base of a specific user known to the system.

The above description contains both long-term infor-
mation about the user, which will be saved after the
end of the dialogue (gender, name, etc.) and short-term
one, which can be updated with each new dialogue –
information about the age, date of the last visit, mood,
etc.

Each element of the beginning set is a class of tempo-
rary entities (i.e., entities with temporal characteristics:
duration, initial time, final point, etc.), which have the
same moment of the beginning of their existence. The
concrete value of this parameter can be either an exact
value or a discreet/interval one.

Each element of the completion set is a class of
temporary entities that have the same final moment of
their existence (the moment of the end of existence). The
specific value of this parameter can be either an exact
value or a discreet/interval one.

G. Subject domain of a smart home

For the usage of the system within the framework of
the “smart home”, a corresponding subject domain was
introduced, which contains the means of describing both
the building itself and the devices used in it as well as
their operation status (the state of lighting, the presence
of humans, etc.).

H. Problem solver

The problem solver of any ostis-system (more precisely,
the sc-model of the ostis-system problem solver) is
a hierarchical system of knowledge processing agents
in semantic memory (sc-agents) that interact only by
specifying the actions they perform in the specified
memory.

In comparison with ??, the structure of the problem
solver has been revised to make it possible to use it within
the framework of the smart home system. The top level
of the updated hierarchy of agents of the problem solver
of the speech assistant in the SCn-language looks like
follows:
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Figure 9. The first part of the model description

Speech assistant problem solver
⇐⇐⇐ decomposition of an abstract sc-agent*:
{{{• Agent of logical inference
• Message processing agent
⇐⇐⇐ decomposition of an abstract sc-agent*:
{{{• Agent of decomposition of a

non-atomic message into atomic ones
• Agent of allocation of entities

• Agent of allocation of relations
• Message classification agent
}}}

• Smart home control agent
⇐⇐⇐ decomposition of an abstract sc-agent*:
{{{• Command classification agent
• Agent of the control of executive

devices
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}}}
• Message generation agent
• Agent of speech-to-text transition
• Agent of text-to-speech transition
}}}

A smart home control agent is designed to distinguish
the necessary actions depending on the events that have
occurred and their performance.

The Message processing agent is designed to distin-
guish the meaning of input natural-language messages.
Depending on the result of processing the received
message, in particular, its class, in the future, either only
the Message generation agent can be called or the Smart
home control agent can be called in addition to it. In
the second case, the receiving of a message that is a
command (for example, to turn on lighting) is processed
by the Smart home control agent as well as any other
event (for example, user recognition in the frame of any
of the cameras or the fall of a certain time of day). Thus,
the Message generation agent also serves to generate
notifications about the performance of actions.

The Agent of logical inference applies logical rules
and is used by various agents, including the Message
generation agent and the Smart home control agent.

The knowledge base contains the specification of these
agents. As an example, the specification of the Agent of
text-to-speech transition is shown in figure 10.

Figure 10. A fragment of the specification of the Agent of text-to-speech
transition.

V I I . E X A M P L E O F W O R K I N G

As an example, it is possible to give a scenario that
includes the following stages:
• the user comes to the front door, the system recog-

nizes them and unlocks the door;
• the user enters the living room, the system turns on

the light in this room;

• the user instructs to increase the brightness by 30%.
At the first stage, the following rules are applied: first,

according to the rule shown in figure 11, the Smart
home control agent opens the door, then, according to the
rule shown in figure 12, the Message generation agent
generates a message notifying about the door opening. In
this case, the text of the message generated by this rule
is created according to the template associated with this
rule by the message text pattern* relation.

Figure 11. A rule for performing the “opening of the door” action.

To turn on the lighting in the room, if a user has entered
it, the rule shown in figure 13 is applied. The message that
notifies about the performed action is generated according
to the rule similar to what was shown in figure 12.

An example of a rule that takes into account a user
message that has been received (and processed by the
message processing agent) can be the rule shown in figure
14.

V I I I . C O N C L U S I O N

In the article, one of the possible approaches to the
implementation of the psycholinguistic concept of the
mental lexicon is proposed, which plays an essential
role in the process of human communication as part of
intelligent personal assistants. In our opinion, the research
of the possibilities of translation of this structure of human
consciousness as part of intelligent systems is an impor-
tant area of research in the field of AI. From a theoretical
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Figure 12. The rule for generating a message that notifies about the
opening of the door.

point of view, this will increase the level of understanding
of the processes that occur in the human consciousness
when perceiving and understanding speech messages, and
from a practical point of view, it will make it possible
to create intelligent systems with a speech interface that
have new qualitative capabilities for understanding speech
messages, flexibility and adaptability, the ability to learn
directly in the process of interaction with the user.

It is proposed to model the mental lexicon using
the semantic network appliance, intelligent agents and
knowledge bases and their practical implementation
within the framework of the OSTIS Technology, which
includes modern implementations of all these aspects of
the semantic part of the system. To model the speech
recognition process, it is proposed to use the method of
semantic-acoustic analysis, which allows direct transiting
from the space of acoustic images of words to the
space of semantic network concepts that correspond
to this image. Thus, a significant part of information
processing can be carried out immediately in the semantic
domain, bypassing the preliminary stages of speech-to-
text transformation that are characteristic of all modern
systems.

Thus, the implementation of the intelligent personal
assistant system using the mental lexicon model and

its implementation within the framework of the OSTIS
Technology as well as an approach based on semantic-
acoustic speech analysis will give it new useful properties,
ensure additional flexibility and adaptability. It will make
it possible to overcome some of the limitations that are
characteristic of the solutions currently presented on the
market and will allow intelligent systems with a speech
interface to reach a qualitatively new level.
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Анализ диалоговой речи на основе
формализованного представления

ментального лексикона
Захарьев В.А., Никифоров С.А., Азаров И.С.

В работе предложен один из возможных подходов
по реализации психолингвистического концепта мен-
тального лексикона, играющего существенную роль в
процессе человеческого общения, в составе интеллекту-
альных речевых ассистентов. Изучение возможностей
воплощения данной структуры человеческого сознания
в составе интеллектуальных систем, по-нашемумнению,
является важнымнаправлениемисследований в области
ИИ. Подобные исследовании с теоретической точки зре-
ния позволят повысить уровень понимания процессов
происходящих в человеческом сознании при восприя-
тии и понимании речевых сообщений, а с практической
точки зрения, позволят создавать интеллектуальные
системы с речевым интерфейсом обладающие новыми
качественными возможностями понимания речевых
сообщений, гибкостью и адаптивностью, способностью
обучаться непосредственно в процессе взаимодействия
с пользователем.

Предлагается осуществлять моделирование менталь-
ного лексикона с применением аппарата семантических
сетей, интеллектуальных агентов и баз знаний, и их
практического воплощения в рамках технологии OSTIS,
включающей в себя современные реализации всех
данных аспектов смысловой части системы. Для моде-
лирования процесса распознавания речи предлагается
использовать метод семантико-акустического анализа,
позволяющий осуществить прямой переход из про-
странства акустических образов слов, в пространство
понятий семантической сети, соответствующих данным
образом. Таким образом существенная часть обработки
информации может вестись сразу в семантической
области миную предварительные этапы преобразования
речи в текст.
Это позволит преодолеть некоторые ограничения,

характерные для представленных в текущий момент
времени на рынке решений, позволит обеспечить выход
интеллектуальных систем с речевым интерфейсом на
качественно новый уровень.
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