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I. INTRODUCTION 

One of the most important model problems of celestial mechanics and cosmodynamics is the two-body 
problem, which describes the interaction of two-point mass, moving under the action of mutual gravitational 
attraction according to Newton’s law of universal gravitation. 

Integration of differential equations of motion in the two-body problem is reduced to quadratures. The 
trajectory of a point with mass   relative to a point with mass   is a conical section. From the point of view 
of applications, the most important case is the case of the Keplerian elliptic orbit. Whereas in unperturbed 
problem a point with mass   moves along an ellipse, to derive the equations of perturbed motion, the 
canonical Delaunay variables are used [1, 2], which in unperturbed problem are the “action-angle” variables.  

The equations of motion in Delaunay variables are convenient to apply numerical and asymptotic research 
methods. This paper gives an example of using Delaunay variables in the model problem of motion of a 
satellite in the Earth’s gravitational field, modeled by an axisymmetric rigid body compressed along the axis 
of rotation.  

II. DISTURBED SATELLITE MOTION 

Consider the problem of the motion of a satellite (point particle P) with mass   in the Earth’s gravitational field. 

Introduce a geocentric inertial coordinate system (ISC)     , which origin is coinciding with the center of the 

Earth  , and the    axis is directed along the axis of rotation of the planet. As an unperturbed problem, 
consider the motion of satellite in the gravitational field of a planet, modeled by homogeneous solid full-
sphere, rotating evenly around its axis. In this case gravitational potential of the planet coincide with 
gravitational potential of particle point with mass equal to the mass of the planet, and the satellite’s orbit is 
Keplerian. Lets consider the Keplerian elliptical orbit as the orbit of unperturbed motion. 

Let   denote the satellite radius vector and let   | |. Introduce the following notation for the parameters of 
the satellite orbit:   −semi-major axis,    − eccentricity   − inclination (angle between plane     and plane of 

the satellite’s orbit),   − longitude of ascending node (angle between the axis    and the line      

intersection of the plane of the satellite’s orbit and the plane    ),  − longitude of the periapsis   from the 
ascending node    , (  – the closest to the center of the Earth   point of the satellite’s orbit),  − true 
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anomaly. In unperturbed motion, the parameters            are constant values, true anomaly    is time 
function [1,2]: 

 ̇                     ⁄⁄   

In this formula,    – is the mean motion of satellite on the orbit, which is related with semi-major axis   by the 

equality   √    ⁄ , where      ,   – universal gravitational constant,   – Earth’s mass. 

To describe the orbital motion of the satellite, using canonical Delaunay variables             [1,2]. Here 

    −previously entered parameters pf the satellite orbit. Variable   is mean anomaly. In unperturbed 

problem, mean anomaly is linear function of time:          , where   −current time moment,   −moment 
of time, when satellite passage through the periapsis. The Delaunay variables        are related to the orbit 

parameters       by the equalities: 

  √   
     √   

           √   
              

The module of satellite’s radius vector   and true anomaly   are the functions of the Delaunay variables 

     . The dependence of     on these variables is implicit and expressed through the relations: 

  
  

   
          

      
      

       
            

In these formulas,    – eccentric anomaly.  

The Hamiltonian of the unperturbed problem depends on only one Delaunay variable  : 

    
  

   

   
  

As a perturbing force function, consider the function [3,4]: 

    
       

 

   
            

where    − average radius of the Earth,   – geographic latitude of the satellite,                      – 
second zonal harmonic (dimensionless coefficient, that is characterizing the contribution of nonspherical 

components,                ). The Hamiltonian of the problem, considering the indicated perturbation will 
take the form: 

                          

                 
       

 

   
                    

And the equations of the disturbed motion will be written in the form: 
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Based on system (1), can get the system of ordinary differential equations of the 6
th
 order in dimensionless 

variables             , where            ⁄    − module of the angular velocity of the Earth’s 
rotation. This system of equations has the form: 
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 ̇   
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Here           
    ⁄   

   ⁄
                                      √      

III. CONCLUSIONS 

Based on the system of equations of the perturbed satellite motion in the canonical Delaunay variables, a 
system of ordinary differential equations of the 6

th
 order is obtained, which described the satellite’s orbital 

motion in the Earth’s gravitational field, considering its compression along the axis of rotation. The specified 
system of equations can be used in mathematical modeling in problems related to remote sensing of the 
Earth. 
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I. INTRODUCTION 

Approaches combining methods based on decision trees and neural networks are an important examples of 
hybrid strategies. The problem of classification of the table-based data is considered. 

There is a number of studies sharing the idea of unifying neural network and decision tree models. Besides 
the most common idea of straightforward using the ensemble of these two algorithms, there are Deep Neural 
Decision Trees (DNDF) – a notion for a neural decision trees with the split functions realised as a 
randomized multilayer perceptrons. 

In the applications where the trees approach is feasible, forest of such trees also can be applied as a 
generalization. There are many approaches in constructing a forest of trees and different methods using the 
forest of these decision trees, like Neural Decision Forests (NDF), Neural Random Forests (NRF), Neural 
Deep Forests. The research deals with the elaboration and implementation of these methods. 

Further on, all presented methods are to be compared with each other, as well as with the original algorithms 
themselves– the decision tree, ensemble of trees and the multilayer neural network.  

It is important to note that the comparison is not reduced to answering the question, which of them have 
better result in different examples, because such properties are already studied and presented using 
different datasets. Instead of that we are looking for the "stability” of the result.  

It is a known fact that for different examples specially selected different approaches are better – in one case 
it might be a decision tree, in another case it might be multilayer perceptron. So the idea for comparison is 
artificial creation of datasets with gradation from first case to second one. The more robustly the algorithm 
works on the aggregation of all sets the better we consider it. 

II. CONCLUSIONS 

This research presents different methods that unify classification trees with the neural networks. Various 
options for forest construction are considered, but there is also a considerable potential for further research 
concerning modification of the neural network learning strategy. These changes are expected to lead to 
better performance. 

Another direction in the research is combining the convolutional neural networks (CNN) and decision forests 
for solving problems of machine vision. 


