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The orthogonal disjunctive normal forms (DNFs) of Boolean functions 
have wide applications in the logical design of discrete devices [1–4]. The 
problem of DNF orthogonalization is to get DNF for a given function such that 
any two its terms would be orthogonal, i. e. the conjunction of them would be 
equal identically to zero. Orthogonalization of a system of Boolean functions is a 
more general problem that is set as follows. Let a system of completely specified 
Boolean functions F = {f1, f2, …, fm} be given, and a family of mutually 
orthogonal functions 1, 2, …, N must be get such that any fi  F can be 
expressed by a disjunction of some of the functions j, j = 1, 2, …, N, and N 

must be minimum. Here, orthogonality means that j  k = 0 at each values 
of the arguments. Such a statement of the problem was in [5]. The 
orthogonalization of a DNF can be related as a particular case of the 
orthogonalization of a system of Boolean functions where every function is 
represented by an elementary conjunction. 

The problem of DNF orthogonalization is of non-polynomial complexity 
[5]. A number of heuristic methods were described [3, 6–10]. Here, an approach 
to the problem of minimization of an orthogonal DNF is suggested that 
provides an exact solution using the means of graph theory. 

The perfect DNF as a specification of a given function must be provided; 
i. e. the representation of the DNF is a binary matrix whose rows represent sets 
of values of the arguments where the function has value 1. Using the 
operation of partial merging on binary vector-rows all the intervals of the 
space of arguments are obtained where the function has value 1. The process 
of obtaining intervals is in the classical Quine – McCluskey method for 
minimization of DNF [11]. That method considers only maximal intervals, 
i. e. those ones, which are not proper subsets of other intervals. The problem of 
DNF minimization is reduced to finding a shortest cover of elements of Boolean 
space with the maximal intervals. In the case of orthogonal DNF minimization, 
all the intervals should be taken into consideration, and a cover whose elements 
do not intersect must be found. 
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The problem can be set in terms of graph theory as follows. The 
intersection relation between intervals including one-element intervals is 
represented by undirected graph whose vertices correspond to intervals. Its 
two vertices are connected with an edge if and only if the corresponding 
intervals intersect. This graph is called graph of interval intersection. 

A dominating independent set in the graph corresponds to an orthogonal 
DNF. A set of vertices in a graph is independent if no two vertices in the set 
are connected with an edge. A dominating set in a graph is a set of vertices 
such that if any vertex does not belong to the set, it is adjacent to a vertex in 
the set [12]. So, a dominating independent set is a dominating set with the 
property of independency. A minimal dominating independent set of graph of 
interval intersection correspond to a minimal orthogonal DNF. 

Any independent set in a graph of interval intersection corresponds to an 
orthogonal DNF. An independent set is maximal in a graph if it is not a 
proper subset of another independent set. A minimal orthogonal DNF 
corresponds to an independent set with minimal cardinality in the graph of 
interval intersection. Such a set is called least maximal independent set. Note 
that any maximal independent set is a dominating set. Indeed, suppose that a 
vertex in a graph is not in some its maximal independent set S. Then this 
vertex is adjacent to at least one vertex of S. So, a least dominating 
independent set is a least maximal independent set as well. Methods for 
finding both dominating and independent sets can be used in minimization of 
orthogonal DNF. 

A    dominating     set    of    a    graph     G = (V, E)    with    vertex    set 
V = {v1, v2, …, vn} and edge set E is obtained by solving the shortest cover 
problem. The set V is covered with its subsets N[vi] = {vi}  N(vi) where N(vi) 
is the neighborhood of vertex vi. When a dominating independent set is being 
obtained, the demand of non-intersecting subsets is added. A method for 
shortest covering a set with its non-intersecting subsets is suggested. 

A method for finding a least maximal independent set in a graph of 
interval intersection is suggested based on lexicographic enumeration of 
independent sets. An important part of this method is a special ordering of the 
vertices. The vertices are ordered relative to non-increasing of cardinalities of 
the intervals corresponding to the vertices. The vertices with equal values of 
this parameter are ordered relative to non-decreasing of their degrees. 
A heuristic method can be formed where the process of lexicographic 
enumeration comes to the end after obtaining the first maximal independent 
set in that order. 

The described approach is extended to incompletely specified (partial) 
Boolean functions. Minimization of an incompletely specified Boolean 
function means obtaining minimal DNF realizing the given function, i. e. 
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DNF taking the same values as the function does everywhere they are 
defined. Usually, a partial Boolean function is given by two sets, M 1 and M 0, 
domains where the function has values 1 and 0, respectively. A method for 
minimization of partial Boolean functions in the class of orthogonal DNF 
is suggested. The method uses the concept of interval-covered set [6]. 
An interval-covered set is a subset of M 1 such that there is an interval that 
contains all the elements of the subset and does not intersect M 0. 

The intervals related to interval-covered sets and the graph of 
intersection of those intervals are considered. Obtaining a minimal orthogonal 
DNF is reduced to finding a least dominating independent set or a least 
maximal independent set in the graph. If an interval-covered set Mj

1 is 
a proper subset of an interval-covered set Mi

1 and the intervals related to them 
coincide, then M 1 is excluded from the consideration. The obtained DNF 
must be simplified by widening the intervals if it is possible. At that, 
naturally, each interval must not intersect M 0 and other intervals in the 
solutions. 
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