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SOFTWARE MODULE FOR IRIS SELECTION IN THE IMAGE 

O.D. Chkoidze, I.V. Ibragimov 

The selection of the iris in the image is a search in the image a relatively dark object 

close in shape to a circle containing a concentric darker object (pupil) inside. One more 

condition is added in most systems: inside the pupil there must be a bright glare of a certain 

shape (glare from the illuminator). This problem can be solved in many ways for example 

by searching for concentric circles using the Hough transform or using a correlator to search 

a glint of a given shape with subsequent detection of the contours of the pupil containing this 

glint and then of the iris concentric to pupil [1]. Specific is the presence of eyelids in most 

cases covering the upper and lower parts of the iris. Some systems such as Iridian explicitly 

highlight eyelids and discard false data from covered areas. As a result of the work a software 

module for iris detection in the image was developed. The work of this module consists 

of the following main stages.  

1. Image erosion. Allows you to enhance the border of the transition of brightness 

in the image and make the outline of the iris clearer. 

2. Median filtering. Used to reduce noise in the image particularly around the outline of the iris. 

3. Binarization by the Canny boundary detection method. Allows you to get 

the contours of the iris. 

4. Selection of circles using the Hough algorithm [2]. 

The software module was implemented by the C++ programming language 

in the Visual Studio environment using the ltilib library. This module allows to work 

with images of different formats, such as bmp, jpeg, and different sizes. 

Literature 

1. Gonzalez R., Woods R. Digital Image Processing. Moscow: Technosfera, 2005. 

2. Ecabert O., Jean-Philippe Thiran J.-P. Adaptive Hough Transform for the Detection 

of Natural Shapes Under Weak Affine Transformations // Pattern Recognition Letters. 2004. 

Vol. 25. P. 1411–1419. 

SOFTWARE TOOL FOR SPEAKER RECOGNITION 

U.O. Kunitsky, N.S. Lun, V.S. Zaikovsky 

The rapid development and widespread dissemination of information systems and 

technical means necessitates computer processing of speech information because the voice 

interaction interface seems to be the most convenient. Thus it is advisable to use voice 

technologies for biometrics namely the verification of the speaker by voice. Verification 

by voice is a procedure for confirming identity using individual speech characteristics. There 

are text-dependent and text-independent verification systems. Text-dependent require 

the pronunciation of a certain phrase and compare it with the standard for each user. 

Verification in text-independent systems is carried out on the basis of any speech fragment 

of a given length. The primary task of speaker verification is speech signal recognition. 

To solve it a software module is proposed that analyzes the acoustic environment 

and calculates the following signal parameters: root mean square value, average number 

of signal zero crossings, pitch period. Then the calculated parameter values are compared 

to user-defined threshold values. If the values of all parameters simultaneously meet 

the established requirements, then the analyzed fragment of the signal is considered 

to be a speech. This module is implemented in the C++ programming language in the Visual 

Studio environment. It is possible to manually set the threshold values of the parameters 

in order to adapt the algorithm settings and study the features of speech recognition. The user 

verification is implemented in a separate module which receives signal fragments classified 
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as speech as input. The verification module is also implemented in the C++ programming 

language in the Visual Studio environment. The operation of the module is designed in such 

a way that a text login is required first in order to identify the user and then the pronunciation 

of password is required to verify the user. This avoids the need for an empirical search 

for a balance between the possibility of errors of the first and second types while lowering 

the coefficient of cognitive resistance of the end user [1]. A vector of Mel-frequency cepstral 

coefficients [2] is calculated from the frequency characteristic of the signal using a discrete 

cosine transform and is compared to the database of reference user records. As a reference 

record for each user the average value of vectors of Mel-frequency cepstral coefficients 

calculated for three pronunciations of the passphrase is used. The comparison is implemented 

using a self-organizing Kohonen neural network. 
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VOICE PROTECTION MODULE 

K.P. Shakin, N.A. Muhyev, I.L. Soqashe 

The development of digitalization is inextricably linked to the protection 

of information which is one of the most important assets of any organization. In this regard 

one of the problems of information security is the leakage of information through the acoustic 

channel. Protection of speech information is an important sphere in the ensuring information 

security and is implemented by using passive and active means of information protection. 

Active means for speech information protection involve the use of white, pink and speech-like 

noise generators to create masking noise. It has been proven that the noise in its spectral 

composition should be close to the speech signal for effective masking. To generate a speech-

like signal it is proposed to apply the compilation method of speech synthesis which consists 

in compiling the minimum acoustic units – allophones. At the same time the building 

of a database of allophones for the Russian language is carried out on the basis of articulatory 

syllabic and word tables corresponding to GOST 16600-72. The developed speech 

information protection module [1] performs the following functions: formation of a phonemic 

pseudo text, compilation of a speech-like signal and its reproduction. In turn 

the implementation of a phonemic pseudo text is carried out in accordance with the rules 

and algorithm proposed in [2] based on the features of the language in which a confidential 

conversation is conducted. The features of the Russian, Arabic, Kazakh and Turkmen 

languages were studied in order to achieve the greatest similarity of the generated speech-like 

speech signal in the corresponding language. As a result, a speech-like noise is formed 

at the output of the module which then enters the input of the acoustic system. 
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