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In computer vision, signi�cant advances have been made on object detection with the rapid development of

deep convolutional neural networks (CNN). When it comes to small object, the accuracy of deep learning methods

is low. This paper mainly introduces the di�culties in small object detection and proposes two methods to enhance

feature representation of small objects.

I. Introduction

Small object detection is a fundamental com-
puter technology related to image understanding
and computer vision that deals with detecting in-
stances of small objects of a certain class in digital
images and videos.

There are mainly two de�nitions of small ob-
jects.One refers to objects with smaller physical
sizes in the real world. Another de�nition of small
objects is mentioned in MS-COCO metric evalua-
tion. Objects occupying areas less than and equal
to 32 × 32 pixels come under �small objects� cate-
gory.

Small object detection has been widely used in
academia and real world applications, such as robot
vision, autonomous driving, intelligent transporta-
tion, drone scene analysis, military reconnaissance
and surveillance[1].

II. Difficulties and Challenges

Small object detection has long been a di�cult
problem in object detection. It aims to accurately
detect small objects with few visible features in the
image. Relative to regular-sized objects, small ob-
jects often lack su�cient appearance information,
making it di�cult to distinguish them from back-
ground or similar objects[2].

There are three di�culties in small object de-
tection. First, small objects lack appearance in-
formation needed to distinguish them from back-
ground or similar categories. Then the locations of
small objects have much more possibilities. That is
to say, the precision requirement for accurate local-
ization is higher. Furthermore, the experiences and
knowledge of small object detection are very lim-
ited because the majority of prior e�orts are tuned
for the large object detection problem. Besides, the
annotations in the existing datasets are not very
friendly for small object detection. For example:
a large part of the small target annotations in the
COCO dataset are hard case annotations. They are
not only small, but have varying degrees of occlu-
sion, blur, and incompleteness

Fig.1 below shows an example of the real life
small object detection.

Figure 1 � small object detection in real life

III. Advantages and Disadvantages of
existing method and model

Currently in many object detection tasks, in
order to detect small objects, the usual method is
to divide the image into smaller grids, but this will
increase a lot of computation.

Handling feature scale issues is of crucial im-
portance for small object detection. Feature pyra-
mid network(FPN) is one of the main paradiams
addressing multi-scale feature learning problem.

Figure 2 � Feature pyramid network

Above in Fig.2 shows a typical structure fo
Feature pyramid network(FPN).The improvement
in accuracy is very signi�cant, especially for small
targets. FPN can be embedded in any network
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structure and task as a freely pluggable module,
and is widely used in the industry[3].

A large amount of calculation requires a lot of
memory: a huge network structure similar to UNET
is inserted into the target detection network, which
inevitably reduces the speed of the network.

IV. Method improvement and description

According to the di�culty in small object de-
tection mentioned earlier. This paper proposes to
optimize small object detection from two aspects.
The �rst is to optimize the loss function. Take the
YOLO loss function as an example: in the process
of training and predicting the data set, the part of
the loss function (here without λcoord) about the
bounding box coordinates is as follows[4]:
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In the YOLO1-3 series, when performing
bounding box regression, the MSE (Mean Square
Error) loss function is set directly according to the
center point coordinates and width and height infor-
mation of the predicted box and the real box. Here,
the di�erence between the width and height of large
objects is larger than the di�erence value detected
by small objects, which will cause the loss function
to be more inclined to correct the coordinate po-
sition of large objects rather than the position of
small objects.

To directly estimate the coordinate values of
each point of the BBox(Bounding Box) is to treat
these points as independent variables, but in fact
does not consider the integrity of the object it-
self.Therefore, it is proposed to use IOU (Intersec-
tion over union) as part of the loss function.

LIOU = 1− IOU(A,B) (3)

Below in Fig.3 shows how to calculate the IOU
value of ground truth box and predicted box.

Figure 3 � Intersection over union

In addition to increasing the loss weight for
small object detection by optimizing the loss func-
tion, the GAN network can also be used to enhance
the data[5].

Generative adversarial learning methods aim
to achieve the same detection performance as
larger-sized objects by mapping the features of low-
resolution small objects into features equivalent to
those of high-resolution objects. Although the FPN
methods mentioned above can e�ectively improve
the performance of small target detection, the per-
formance gains brought by these methods are often
limited by the computational cost. Therefore, an
e�ective method is proposed to improve the resolu-
tion of small targets by combining Generative ad-
versarial network (GAN), reduce the feature di�er-
ence between small targets and large/medium-scale
targets, and enhance the feature expression of small
targets. In turn, the performance of small target
detection is improved.

V. Conclusion

In the target detection under computer vision,
compared with the detection of large objects, small
objects are di�cult to detect because of their small
physical area and contain fewer pixels.

This paper proposes two methods. The �rst
method is to modify the loss function to enhance
the loss weight of small object detection; the other
method is to use a GAN network to map the resolu-
tion of small object detection. Enter high-resolution
objects. The ultimate goal of both methods is to
enhance the feature representation of small objects,
thereby improving detection accuracy and perfor-
mance.
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