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Abstract—Digital Ecosystem (DE) is understood as a dis-
tributed, adaptive, open socio-technical system that has the
properties of self-organization, scalability and sustainability. A
high level of adaptability and self-organization of DE can only
be ensured by the Knowledge Ecosystem (KE) built on the
principle of nesting dolls.

The main purpose of KE is effective knowledge management.
This is achieved as a result of improving the interaction
environment for system participants, simplifying the decision-
making process and stimulating innovations. The base elements
of the Knowledge Ecosystem are software agents. They '"live"
in the ecosystem environment: receive and analyze data about
surrounding events, interpret them and execute commands that
affect the environment.

The paper presents the process of automatic construction
of classifiers based on the interaction of knowledge ecosystem
agents. The initial information for the collaborative work of
agents is the alphabet of classes, the a priori dictionary of
features (PDF), and the data warehouse. The effectiveness of
the proposed approach is demonstrated by the example of
processing model data.

Index Terms—Kknowledge ecosystem, data mining, multi-
agent system, knowledge discovery, instance-based learning,
training set

I. INTRODUCTION

The concept of an ecosystem was borrowed from biology
and has been developed in the early 21th century. In the
classical sense, an ecosystem is an open system character-
ized by input and output flows of matter and energy. Any
ecosystem is a complex self-organizing, self-regulating and
self-developing system, which is an integration project with
many participants [1].

Digital Ecosystem is a digital space where variety of
services of a unified environment operate seamlessly. Such
integration allows to manage user behavior, to achieve
maximum speed and transparency of processes, to detect
issues and identify ways of improvement in different areas
of activity [2]. The development and implementation of
KE systems is one of the priorities for the information
technology development and use.
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DE combines various elements of a digital platform. It
ensures their interaction and connection with the world
around [3]. The base elements of the system are a single
account, digital services for solving various problems, server
infrastructure, teams of developers and engineers, customers
and other stakeholders [4].

Currently, there are three classes of digital ecosystems:
functional ecosystem, platform ecosystem and super plat-
form ecosystem [5].

Functional Digital Ecosystems are one of the simplest
ecosystems. They are built around an existing product or
company offering and are characterized by a relatively small
number of participants (companies and partners). They tend
to focus on the internal aspect and therefore are often a
closed ecosystem.

Platform Ecosystems are characterized by a large number
of partners (can be several million) and based on the use of
a common platform that all partners use together and create
their own value.

The most complex are the Super Platform Ecosystems.
They provide the ability to connect and interact with almost
any number of partners. In this case, integration is provided
not only at the level of services, but also between platforms.

Inside the DE, according to the principle of a nesting
doll, a knowledge ecosystem (KE) is placed. KE is an
adaptive system that includes a database, a knowledge base,
and intelligent agents [6]. The base components of KE are
the technological core, critical interdependencies, knowledge
agents and performative actions [7].

The goal of the knowledge ecosystem is the effective im-
plementation of the decision-making process through high-
quality interaction between its agents and components [8].
Being inside KE, knowledge agents receive data about ongo-
ing events, interpret them, and execute commands that affect
the environment. Agents have such important properties as
autonomy, social ability, reactivity and pro-activity [9].

The paper presents an original method of automatic con-
struction of classifier based on the interaction of knowledge
ecosystem agents. The results of its practical application
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on model data for solving the classification problem are
presented.

II. MULTI-AGENT INTERACTION

At present, working out and use of the concept of multi-
agent systems (MAS) is one of the priority direction of
information technology development.

There are a number of requirements for the knowledge
management mechanism in the KE. In particular, this mech-
anism should ensure both the development of interactions
between the exchange participants and the simplification of
the decision-making process, as well as driving innovation
due to the evolution of cooperation between agents.

An alternative to directive management methods in KE are
strategies that are based on self-organization (as a response
to external changes).

The development of multi-agent systems technology has
led to a change in the requirements for agents. Initially, an
intelligent agent was considered as a powerful subsystem
that had to have a global vision of the problem and have all
the necessary abilities, knowledge and resources to solve it
[10].

In recent years (in the field of MAS) an approach that
focuses on the narrow specialization of agents has become
a priority. Each agent must provide a solution to some
problem. The solution of a complex problem is based on
the agent’s interaction within the MAS (Fig. 1).

Figure 1. Multi-agent interaction.

Each agent is a complex object that can manipulate
other objects and has advanced tools of interacting with
the environment and its own kind. A single agent is a soft-
ware/hardware implemented system and has the following
characteristics:

- autonomy or semi-autonomy: functioning without out-
side interference and ensuring self-control over one’s actions
and internal states;

- social ability: interaction with other agents by exchang-
ing messages using communication tools;

- reactivity: the ability to perceive the state of the external
environment;

- pro-activity: the response of agents not only to incentives
coming from the environment, but also a goal-directed
manifestation of the initiative [11].

III. CLASSIFIER CONSTRUCTION BASED ON THE
INTERACTION OF THREE AGENTS

At present, one of the trends of information systems
development is the development and implementation of
intelligent digital ecosystems.

Currently, the progress on using artificial intelligence tech-
nologies is largely provided by machine learning methods.
The essence of these methods is related to the identification
of empirical patterns in the data. During the learning pro-
cess sets of positive and negative examples (related by an
unknown pattern) are analyzed and a classification algorithm
is developed (providing the separation of examples into two
classes).

In fact, machine learning provides for the construction of
decision rules that implicitly express empirical patterns. For
instance, as a result of Supervised Learning a classifier is
built, which is a “black box” since it cannot be interpreted
in terms of the subject domain.

Knowledge discovery is the process of discovering pre-
viously unknown, useful and interpretable patterns in the
initial data sets required for effective decision-making [12].

If it is possible to discover the distinctive features of the
classes analyzing the training set, then the construction of
the classifier turns into a trivial procedure.

The process of constructing a classifier can be formally
stated as follows (Fig. 2):
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where DW — data warehouse; TD - target dataset; TS
— training set; Ps — discovered regularities presented as
patterns; Cl — classifier; P1 (Procedure 1) - definition of
the classification goal and formation of the target data set;
P2 (Procedure 2) — building a training set; KD (Procedure
3) — Knowledge Discovery procedure; P4 (Procedure 4) —
classifier construction based on the detected patterns.

It is proposed to implement the process of constructing a
classifier based on the interaction of three specialized agents.

The first agent is a Training Set Builder (TSB-agent). As
a result of its actions, a training set will be formed. The
initial data for the TSB-agent are the alphabet of classes,
the set of observed features, and an a priori dictionary of
features. Based on objects of classes, agent forms a fraining
set.

Then control is passed to the Knowledge Discovery-agent
(KD-agent). In automatic mode, agent searches for combi-
nations (ensembles) of features from a priori dictionary of
features, which ensure a distinction between classes.
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Figure 2. Stages of a classifier construction.

Let’s note that if the PDF includes n features, then the
number of possible combinations is 2" — 1. The KD-agent
operating algorithm is detailed in a paper [13].

The final stage of constructing a classifier is performed by
the Classifier Builder Agent (CB-agent). It receives a set of
combinations of features from the KD-agent and automati-
cally builds class patterns (in the form of cluster structures)
and forms a decision rule (on whether the observed object
belongs to a certain class).

IV. AN EXAMPLE OF CONSTRUCTING A CLASSIFIER

Let’s demonstrate the results of agents’ interaction on the
example of analyzing training set data in order to identify
hidden patterns and construct a classifier.

Example. Let the given:

o two classes of five-digit integers EOOE and OOEE,
where the numbers EOOE are such that in tens and
hundreds one digit is even and the other is odd, and
the numbers OOEE are such that in tens and hundreds
both digits are either even or odd;

« apriori dictionary of features F = {units, tens, hundreds,
thousands, tens of thousands};

« a training set of five-digit integers that contains 2000
EOOE-numbers and 2000 OOEE-numbers.

Table 1 partially presents the integers from the training
set used in the experiment.

Table 2 shows the study results of the intersection of class
patterns based on a combination of features hundreds—tens,
where

NE; = Number of EOOFE;
NO; = Number of OOEE;

Ni+M;,N; =0V M, =0

Y0NS 0A M >0
4000 — 5319 g,
Intersection = % * 100%
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Table I. Training set for the experiment

n/n Number of EOOE | Number of OOEE
1 14104 79399
2 03505 51088
3 07341 64822
4 41502 72598
5 71234 12083
1999 40724 01027
2000 53347 20934
Table II. Experiment results
hundreds | Number | Number | hundreds | Number | Number
tens EOOE OOEE tens EOOE OOEE
0,1 56 0 5,0 37 0
0,3 38 0 5.2 41 0
0,5 39 0 54 54 0
0,7 46 0 5,6 43 0
0,9 44 0 5,8 31 0
1,0 31 0 6,1 36 0
1,2 36 0 6,3 50 0
14 43 0 6,5 41 0
1,6 47 0 6,7 42 0
1,8 39 0 6,9 36 0
2,1 41 0 7,0 34 0
2,3 39 0 7,2 35 0
2,5 32 0 74 36 0
2,7 39 0 7,6 47 0
2,9 44 0 7.8 48 0
3,0 44 0 8,1 22 0
32 41 0 8,3 43 0
34 33 0 8,5 35 0
3,6 42 0 8,7 34 0
3,8 47 0 8,9 48 0
4,1 38 0 9,0 34 0
43 40 0 9,2 34 0
4,5 35 0 9.4 35 0
477 51 0 9,6 49 0
49 36 0 9,8 34 0
0,0 0 45 5,1 0 0
0,2 0 34 5,3 0 39
0.4 0 48 5,5 0 39
0,6 0 47 5,7 0 40
0,8 0 48 5,9 0 39
1,1 0 32 6,0 0 41
1,3 0 43 6,2 0 51
1,5 0 39 6,4 0 34
1,7 0 46 6,6 0 39
1,9 0 32 6,8 39 0
2,0 0 46 7,1 0 46
2,2 0 46 7,3 0 41
24 0 38 7,5 0 48
2,6 0 36 7,7 0 38
2,8 0 34 7,9 0 55
3,1 0 36 8,0 0 36
3,3 0 28 8,2 0 36
3,5 0 46 8.4 0 35
3,7 0 39 8,6 0 44
3,9 0 39 8,8 0 42
4,0 0 39 9,1 0 49
42 0 39 9,3 0 38
4.4 0 37 9,5 0 41
4,6 0 36 9,7 0 31
4.8 0 39 9,9 0 32




Table 2 shows that the numbers of the OOEE-class do
not have odd-even or even-odd combinations in hundreds-
tens, and the numbers of the EOOE-class do not have
odd-odd or even-even combinations in hundreds-tens, since
Intersection = 0%.

As a result, the classifier is constructed on the basis of
the following discovered pattern:

IF ((hundreds—tens = odd-tens) or

(hundreds—tens = tens—odd))

THEN EOOE ELSE OOEE

V. CONCLUSION

The paper presents the process of automatic construction
of a classifier based on the interaction of three agents of the
knowledge ecosystem.

Based on the class alphabet, a set of observed features,
and an a priori dictionary of features, the TSB-agent forms
a training set and passes it to the KD-agent. KD-agent
automatically discovers a set of combinations of features
ensuring distinguishing of classes and delivers it to the CB-
agent. The final construction of the classifier by the CB-
agent is also performed automatically.

The effectiveness of the proposed method for automati-
cally constructing a classifier is demonstrated on the example
of processing model data.
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ABTOMAaTHYECKOE MOCTPOEHNE
KJacCH(PUKATOPOB areHTaMu
9KOCHCTEMbI 3HAHUI

Kpacnonpoumn B.B., Poguenko B.I'., Kapkanuua A.B.

[Non nndpoBoit sKOCUCTEMOI TOHIMAIOT PacpeAeIeHHYIO,
a/IalITUBHYIO, OTKPBITYIO COIIMOTEXHUYECKYIO0 CUCTEMY, KOTO-
pasi obJylajaeT CBOMCTBAMH CaMOOpPraHU3alluK, MaclITaOupy-
€MOCTH U yCTOMYMBOCTH. BBICOKMIT ypOBEHb agalTHBHOCTU
U caMOOpraHmsaiyst nU(poBOil IKOCUCTEMBI MOTYT OBITH
obecrieyeHsl TOJMbKO BCTPOGHHOW MO MPHUHIMIY MAaTpeiKd
9KOCUCTEMOW 3HAHWHA. [TIaBHOW LIENBI0 SKOCUCTEMBI 3HAHUIA
apngercsa 3(PQEeKTUBHOE YIPaBJIEHHE 3HAHUSAMHU, KOTOpOe
JIOCTUraeTcs B pe3y/bTaTe COBEPLIEHCTBOBAHUSA Cpelbl B3a-
HUMOJICHCTBUS YYaCTHUKOB CHCTEMBI, YIIPOILIEHHs Mpolecca
MIPUHATHA PELIEHUI U CTUMYJIMPOBAHNS NHHOBALIWIA.

ba3oBEIMM 3JIEMEHTaAMU SKOCHCTEMBI 3HAHUHA ABJIAIOTCA
IporpaMMHble areHThl. OHM “KHUBYT” B cpelie SKOCHUCTEMBI:
MOJIYYaloT U aHAJIM3UPYIOT JaHHBlE 00 OKPYKAlOIMX COOBI-
TUSX, UHTEPIPETUPYIOT UX U BBINOIHAIT KOMaH[bl, KOTOPbIE
BO3JEWCTBYIOT Ha Cpexy.

B pabore onmcaH npouecc aBTOMaTHYECKOTO MOCTPOCSHUS
KJIacCU(pUKATOPOB Ha OCHOBE B3aMMOJICHCTBUS areHTOB KO-
cucteMsl 3HaHUi. McxonHoi nHpopManyeit 1151 COBMECTHON
paboTHl areHTOB SIBJSIOTCS an(aBUT KJIACCOB, AINPUOPHBII
cnoBaps npu3HakoB (ACIl) m Xpanwmme maHHHX. -
(peKTUBHOCTB IPEIOKEHHOTO ITOJX0AA JIEMOHCTPUPYETCS Ha
npuMepe 06padOTKH MOJIEJIbHBIX JIaHHbIX.
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