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Abstract—The original method of intelligent systems
construction based on technology of knowledge discovery
in databases is considered. To form the knowledge base
of an intelligent system, it is proposed to abandon the
classical approach based on the formalization of expert
knowledge in favor of an alternative approach aimed at
identifying interpretable empirical patterns using Data
Mining methods.
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I. INTRODUCTION

The contemporary development of information sys-
tems is closely related to artificial intelligence technolo-
gies [1], [2]. Therefore, the development of methods and
technologies aimed at construction of Intelligent Systems
(IS) and their components is one of the key challenges
of computer science [3], [4].

An intelligent system is a technical (or software) sys-
tem capable of solving creative problems in a particular
subject domain (SD). At the same time, knowledge about
the SD is stored in the memory of the system itself.
The IS structure traditionally consists of three major
subsystems - a knowledge base (KB), a decision-making
mechanism, and an intelligent interface [5], [6].

The knowledge base is the central component of
an intelligent system. It contains structured information
about the subject domain as a set of facts and rules. The
study of models and methods related to the extraction,
structuring and representation of knowledge is dealt
with by one of the sections of computer science called
knowledge engineering [7].

Deductive and inductive learning methods are used to
build knowledge base. Deductive methods provide for
the formalization of expert knowledge for the purpose
of their further placement in the knowledge base. An
example of intelligent systems built on the principles
of deduction are expert systems (ES) [8], [9]. Inductive
methods are based, as a rule, on the principles of learning
from precedents. These methods are aimed at identifying

empirical patterns in data and are currently associated
with machine learning and data mining [10].

The result of machine learning is an algorithm that
approximates the unknown target dependency both on
the objects of the training set and on the entire initial set
[11], [12]. Data mining methods provide for the detection
of previously unknown (practically useful and accessible
for interpretation) patterns for decision-making in various
fields of human activity [13], [14].

Expert systems (since their appearance in the mid-
60s of the twentieth century) have demonstrated their
effectiveness in such areas of human activity as medicine,
chemistry, transport logistics, nuclear engineering, etc.
However, today the concept of expert systems is in
a serious crisis. The traditional approach to ES con-
struction, unfortunately, does not fit well with the data
models of the classical database theory. This makes it
impossible to effectively use modern industrial DBMS
to form knowledge bases of ES [15].

Currently, the dominant position in the development
and construction of intelligent systems is occupied by
machine learning and artificial neural networks. At the
same time, the task of high-quality learning from prece-
dents is singled out as a central problem [16]. Tradition-
ally, this problem is reduced to solving an optimization
problem: it is required to build an algorithm that would
best approximate the unknown target dependency, both
on the elements of the training set and on the entire set.

The paper proposes a new approach to building in-
telligent systems based on the technology of knowledge
discovery in databases and the original implementation
of the data mining stage.

II. STRATEGIES FOR INTELLIGENT SYSTEMS
CONSTRUCTION BASED ON DEDUCTIVE AND

INDUCTIVE LEARNING METHODS

An intelligent system is a technical (or software)
system capable of solving creative problems in a specific
subject domain based on knowledge. Knowledge is a set
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Figure 1. Expert System.

of facts, patterns and heuristic rules necessary to solve a
given problem.

To build intelligent systems, two major strategies
based on the principles of deduction or induction are
used (Fig. 2).

Figure 2. Deduction/Induction process.

Classical representatives of IS built on the basis of
deduction are expert systems. The history of their ap-
plication has more than fifty years. ES is an intelligent
system built on knowledge about the subject domain
received from experts or from other information sources
[17], [18].

Traditionally, the architecture of an expert system
consists of three main components: a knowledge base,
an inference engine, and an intelligent interface.

The central component of ES is a knowledge base
which contains a set of facts and rules necessary to solve
the problem. The knowledge base is filled by an expert
and a system analyst (knowledge engineer). The expert
determines the knowledge base composition, ensures the
completeness and correctness of the entered knowledge.
The analyst helps the expert to identify and structure
knowledge, choose an adequate model for knowledge

representation and an effective inference mechanism
(Fig. 1).

At present, a separate direction of artificial intelli-
gence has been formed - knowledge engineering. This
direction is directly related to the theoretical and prac-
tical problems of designing and developing knowledge
bases. Knowledge engineering also covers the issues of
extracting (or acquiring) knowledge, its structuring and
formalization [19].

The process of extracting knowledge is a time and
load-consuming procedure. As a result of its execution,
the analyst should build an adequate model of the subject
domain that experts use for decision-making.

The inference mechanism implements a generalized
procedure for searching the solution of the problem. In
accordance with the user’s need and on the basis of the
knowledge base, a chain of reasoning is built, leading to
a specific outcome.

The intelligent interface of the system provides a
dialogue of the analyst and the user with the expert
system. Using the knowledge subsystem, the analyst
creates and edits the knowledge base. The user, through
the subsystem of explanations, can ask the expert system
questions and receive answers from it, can form and
analyze chains of reasoning.

The accumulated experience of expert system devel-
opers allows us to state that the process of knowledge
extraction remains the "bottleneck" in the construction
of applied ES. The need for interaction between an
expert and a data analyst excludes the possibility of
implementing an automatic mode of knowledge base
formation and reduces the objectivity of knowledge.

Currently, most intelligent systems are built on the
basis of inductive learning methods (learning from prece-
dents) [20], [21].
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At the moment, there is a situation where learning
from precedents is implemented on the basis of methods
and technologies of machine learning and artificial neural
networks (Fig. 3). The knowledge base of the intelligent
system is formed as a result of the joint work of data
analyst and ML-engineer.

Figure 3. Machine Learning Process.

The work of data analyst begins with the identification
and formulation of relevant applied problems in the
subject domain. Then data analyst collects information
and formulates hypotheses in order to improve certain
indicators. And, further, it prepares data for analysis in
the form of a training set.

ML-engineer is an expert in the practical application
of neural network technologies and machine learning.
The task of ML-engineer is to select a model of the
problem, select its parameters, select a training method,
and, finally, to qualitatively perform the process of model
training. Since all this is carried out by the ML-engineer,
learning can only be implemented in an automated but
not automatic mode. The only useful outcome of learning
is the classification algorithm, which is a «black box» and
it’s working mechanism cannot be interpreted. Thus, hav-
ing spent serious resources on the formation of a training
set, as a result, it is only possible to build a classification
algorithm, but in no way to expand knowledge about
properties of classes and subject domain.

Building intelligent systems (based on inductive meth-
ods of learning from precedents) it is proposed to use an
alternative approach that allows to opt out of traditional
method of learning (as part of solving the classification

problem) and which is based on using the idea of the
compactness hypothesis.

III. ABOUT AN ALTERNATIVE METHOD OF
LEARNING FROM PRECEDENTS

Learning from precedents is based on the identification
of empirical patterns in data, and in practice it is per-
formed as part of solving the classification problem [22].
The classification problem has the following statement:

Let X be the set of objects descriptions, Y — the
set of numbers (names) of classes. Suppose there is
an unknown target dependency y∗ : X → Y , which
values are known only on the objects of the final training
set Xm = {(x1, y1), . . . , (xm, ym)}. It is necessary
to construct an algorithm a: X → Y , that would
approximate this target dependency for any object from
the initial set X.

At present, the generally accepted scenario for solving
the problem can be described as follows:

1. Some model of algorithms A = {a : X → Y } is
selected.

2. A loss function L(y, y′) is introduced to measure
the deviation of the algorithm (y = a(x)) for an arbitary
x ∈ X from the correct value (y′ = y∗(x)).

3. A quality functional Q(a,Xm) is introduced as a
value of the average error of the algorithm a on objects
of the training set Xm.

4. Within model A, an algorithm that ensures the
minimum value of the mean error on the entire sample
Xm is constructed.

At least two serious shortcomings of this scenario
should be pointed out. Firstly, the choice of an algorithm
model, a loss function, and a quality functional is a non-
trivial task for the ML-engineer. Secondly, the result of
solving the problem is only a classification algorithm,
which is actually a «black box» (Fig. 4).

Figure 4. Knowledge Discovery Process.

It is proposed to implement the process of learning
from precedents in an alternative way using the idea of
the compactness hypothesis.

Learning will be carried out as part of solving the
knowledge discovery problem (Fig. 5). The statement of
this problem is as follows:
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Figure 5. Intelligent System based on Machine Learning.

Let the objects descriptions X , an a priory dictionary
of features F = {f1, . . . , fn} and classes alphabet
Y = {y1, . . . , yk} are given. And let the training set
Xm = {(x1, y1), . . . , (xm, ym)} be formed based on
the dictionary F . The set V = {v1, . . . , vq}, where
q = 2n−1, is the set of possible combinations of features
from F . It is required to find such combinations of
features from V for which class patterns do not intersect
in the corresponding feature subspace.

The algorithm of searching combinations of features
from V = {v1, . . . , vq} for which class patterns do not
intersect in the corresponding feature subspace, is as
follows:

Step 1. Select from V a subset V + = {v+1 , . . . , v+n },
where v+i contains only one feature.

Step 2. For each v+i , class patterns are built and their
mutual placement is estimated [23].

Step 3. If the patterns do not intersect, then v+i is
included in the resulting set V ∗ = {v∗1 , . . . , v∗k}.

Step 4. The subset V + = {v+1 , . . . , v+n } is ex-
cluded from the set V = {v1, . . . , vq} and set V ∆ =
{v∆1 , . . . , v∆p } is obtained.

Step 5. All combinations v∆i that contain any combi-
nation of V ∗ = {v∗1 , . . . , v∗k} are excluded from V ∆.

Step 6. The next combination v∆i is selected from V ∆

and on its basis a feature space is build.
Step 7. In this feature space, class patterns are build

and their mutual placement is estimated.

Step 8. If the class patterns do not intersect, then the
combination v∆i is included in the resulting set V ∗, and
all combinations containing v∆i are excluded from V ∆.

Step 9. Steps 6-8 are repeated until V ∆ becomes
empty.

The result of the algorithm execution will be the
set V ∗ = {v∗1 , . . . , v∗t }, where 0 ≤ t ≤ q and each
combination v∗i ∈ V ∗ determines the regularity: «in
the space of combination of features v∗i classes do not
intersect».

Since each combination of features from the set V ∗

defines a decision space where class patterns do not
intersect, the construction of classification algorithms
does not cause difficulties.

IV. INTELLIGENT SYSTEMS BASED ON KNOWLEDGE
DISCOVERY IN DATASETS AND OSTIS

TECHNOLOGY

An intelligent system built on the basis of the learning
method proposed above differs from an intelligent system
built on the basis of machine learning in that for forma-
tion of a knowledge base an ML-engineer is not required.
In addition, the user is provided with the opportunity to
analyze the chain of reasoning through the subsystem of
explanations. The architecture of an intelligent system
based on knowledge discovery in datasets (KDD) is
shown in Fig. 6.
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Figure 6. Intelligent System based on Knowledge Discovery.

Data analyst should have a profound knowledge and
deeply understanding of processes occurring in the sub-
ject domain, be able to correctly set the problem, to
collect, process, study and interpret data and, finally,
to translate research results into the subject domain
language (to make effective decisions). In fact, one
of the most important functions of data analyst is the
construction of a formal domain ontology.

To design an IS (based on KDD) and represent a
formal ontology of the subject domain, it is proposed
to use the technology named OSTIS (Open Semantic
Technology for Intelligent Systems). OSTIS is a compre-
hensive technology for component-based design of IS
[24].

The work of data analyst in forming a training set
begins with the construction of an alphabet of classes and
an a priori dictionary of features. The usage of OSTIS
technology allows to implement a semantic representa-
tion of classes, to formalize representation of an a priori
dictionary of features and build a training set model using
the SC-code (sc-model).

The result of solving the knowledge discovery problem
is a set of feature combinations V ∗ = {v∗1 , . . . , v∗t }. Each

combination v∗i ∈ V ∗ defines a pattern of the form «in
the space of combination of features v∗i classes do not
intersect» and is formally described in the KB using a
unified, universal representation language – SC-code.

V. CONCLUSION

The paper proposes an original method of intelligent
system construction based on knowledge discovery. The
formation of the IS knowledge base is carried out on
the basis of the analysis of training set data. Instead of
the generally accepted goal-setting on the construction
of a classification algorithm, it is proposed to place an
emphasis in the learning process on the study of the
classes properties that provide classes distinction.

The original knowledge discovery algorithm is devel-
oped which allows to identify automatically combina-
tions of features that provide classes distinction using
the features of the a priori dictionary and data of the
training set.

It is shown that as a result, it is possible to detect pre-
viously unknown, interpreted within the subject domain
and practically useful empirical patterns. This knowledge
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can be effectively used to build the knowledge base of
an intelligent system.
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Построение интеллектуальных систем на
основе Knowledge Discovery in Datasets
Краснопрошин В. В., Родченко В. Г.,

Карканица А. В.
Рассмотрен оригинальный способ построения

интеллектуальных систем на основе технологии
knowledge discovery in databases. Для формирования
базы знаний интеллектуальной системы предложено
отказаться от классического подхода, основанного на
формализации знаний экспертов, в пользу альтерна-
тивного, направленного на выявление методами Data
Mining интерпретируемых эмпирических закономер-
ностей.

Received 20.03.2023

152

https://en.wikipedia.org/wiki/Deductive_reasoning//
https://en.wikipedia.org/wiki/Deductive_reasoning//
https://en.wikipedia.org/wiki/Data_mining
https://en.wikipedia.org/wiki/Data_mining
https://en.wikipedia.org/wiki/Artificial_neural_network//
https://en.wikipedia.org/wiki/Artificial_neural_network//
https://en.wikipedia.org/wiki/Machine_learning//
https://en.wikipedia.org/wiki/Machine_learning//

