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Abstract. The results of studying the parameters of the spectra of speech signals by machine learning with the use
of neural networks are presented. This study was carried out in order to confirm experimentally the possibility
of performing an assessment of these parameters for the detection of Parkinson’s disease in the early stages (IT di-
agnostics). During the study, the public database was used, which systematized the spectra of vowel sounds uttered
by patients with Parkinson’s disease. The applied method is binary data classification. In the course of the study,
the speech data spectrum was first preprocessed, which consisted of filtering it in order to remove its noise com-
ponents and eliminate bursts and gaps in it. Then the parameters of the processed spectrum of speech data were
determined: average value, maximum and minimum, peak, wavelet coefficients, MFCC and TQWT. After that,
the object was selected using the PCA algorithm. The model was trained using the Knn and Random Forest algo-
rithms, as well as the Bayesian neural network. The Bayesian optimization algorithm and the GridSearch method
were used to find the best model hyperparameters. It has been established that when using Knn, Random Forest
and Bayesian neural network, it is possible to increase the accuracy of recognition of Parkinson’s disease by 94.7;
88.16 and 74.74 %, respectively. A similar study by other scientists showed that the recognition accuracy of data
sets was only 86 %.
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AnHotrauus. [IpeacraBneHsl pe3yabTaTbl HCCIENOBAHNS APaMETPOB CIEKTPOB PEUEBBIX CUTHAJIOB € MOMOILBIO
MAIIMHHOTO OOydYeHHsI C TPUMCHEHHUEM HEHPOHHBIX CETeH, MPOBEICHHOIO B IENAX SKCICPUMEHTAIBHOTO
TIOITBEPIK/IEHUSI BOBMOXKHOCTH BBITIOTHEHHS OIEHKH JTHUX TMapaMeTpoB JUIs BhIsBIeHUs Oone3Hu [lapkuHcoHa
Ha panHuxX ctamusax (IT-mmarHoctuka). B Xome mccienoBaHUS WCIONB30BANIN OOIIENOCTYIHYIO 0a3y JaHHBIX,
B KOTOPOM CHCTEMAaTH3UPOBAHBI CIICKTPBI ITACHBIX 3BYKOB, IPOU3HECEHHBIX MallueHTaMH ¢ 00Je3Hb10 [lapkuHCOHa.
IIpuMeHeHHBII MeTOX — OMHapHas Kiaccuukaius qaHHbX. CHavYaa BHIIOIHSIIN IPEIBAPUTEIBHYI0 00pabOTKy
CIIEKTpa PEYEBHIX NAHHBIX, COCTOSBIIYIO B €ro (MIBTPAINH, U YOAJICHUS W3 HEro IIyMOB W YCTPaHCHUS
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MIPUCYTCTBYIOIINX B HEM BCIUIECKOB M MPOOENOB. 3aTreM OMNpeAessuii MapaMeTpbl 00pabOoTaHHOTO CIIEKTpa
pEUYEBBIX JAaHHBIX: CpelHEee 3HAYCHHWE, MAKCUMyM, MUHUMYM, NHK, BelBieT-kodgduuneratsr, MFCC nu TQWT.
ITocne atoro BeIOMpanu 00bEKT ¢ momotisio anroputma PCA. [[inst oOy4eHHss MOIeTH UCTIONB30BAIN aJTOPUTMBI
Knn u Random Forest u HeiiponHoii cetu baiieca. [l HaXOXKACHUS HAWITYYIIMX THIIEPIAPAMETPOB MOJCIH
MIPUMEHSUIN aIropuT™M ontumu3anuu baiieca u merox GridSearch. Yeranosneno, yro npu ucrnonb3oBanun Knn,
Random Forest u HefiponHoii cetn baiieca MO)KHO 00eCIIeUUTh YBEIMUCHUE TOYHOCTH PACIIO3HABAHMS OOJIE3HU
ITapkuncona Ha 94,7; 88,16 u 74,74 % cOOTBETCTBEHHO. AHAJIOIMYHOE HCCIEN0BAaHUE, IPOBEAECHHOE IPYTHUMHU
YUSHBIMH, [10Ka3aJ10, YTO TOYHOCTh PACIIO3HABAHMsI HAOOPOB JJAHHBIX COCTaBMIIA Bcero 86 %.

KuroueBble cjioBa: MammHHOE 00yUeHNE, HEHPOHHBIE CeTH, OMHApHAS KiIacCU(UKALHS, THIIEpIIapaMeTpuiecKas
OINITHUMU3AIINS, IEPEBO PELICHUH, UyBCTBUTEIBLHOCTD, TOUHOCTb.

KongumkT nHTepecoB. ABTOPHI 3asBISIOT 00 OTCYTCTBHH KOH(IMKTA HHTEPECOB.

Jas nurupoBanus. Bumnskos, B. A. IT-muarHoctuka 6onesnu [lapkrHCOHA Ha OCHOBE aHAN3a TOJOCOBBIX
MapKepoB 1 MarHHOTO 00y4eHusi / B. A. Bumnsikos, MBait Cs // Joxnaast BI'YUP. 2023. T. 21, Ne 3. C. 102-110.
http://dx.doi.org/10.35596/1729-7648-2023-21-3-102-110.

Introduction

Parkinson’s disease (PD) is a common neurodegenerative disease of the elderly. Medical research [1]
suggests that the pathology of Parkinson’s disease has two main aspects: depigmentation of the substan-
tia nigra due to degeneration of neurons containing melanin and dopamine; and the formation of Lewy
bodies in the substantia nigra and other brain areas, such as the nucleus acumens and parts of the cortex.

Lewy bodies are considered as biological marker of Parkinson’s disease and thought to be respon-
sible for the loss of dopaminergic neurons. Studies have shown that Lewy bodies spread through nervous
system in a specific pattern of dissemination, H. Braak et al. [2] divided this pattern into six stages, with
olfactory and speech disturbances occurring in the first two stages. According to the study, 89 % of Par-
kinson’s disease patients have varying degrees of speech impairment. Studying the symptoms of speech
disorders in Parkinson’s disease patients is an excellent direction to achieve IT diagnosis disease in its
early stages.

Review

The investigation is done to classify Parkinson diseased and healthy people by extracting fourteen
phonological features and twelve cepstral features of speech using Upadhya methodology [3]. Four-
teen phonological features including five jitter variants, six shimmer variants, two harmonic features
and the mean autocorrelation of the fundamental frequency feature. The final classification can be based
on machine learning technology using a neural network approach. Parkinson disease detection using
pattern recognition method has been presented in literature by Putri [4]. It extracted 22 speech features
and 12 EMG features and used artificial neural networks as a classification method.

In this article we used machine learning and neural network to identify Parkinson’s disease with
K-nearest neighbor (Knn), Random Forest and Bayesian algorithms. Based on machine learning, neural
network algorithms can be divided into the following four categories: supervised, unsupervised, semi-su-
pervised and reinforcement. The general process of machine learning algorithms can be divided into 5
steps, as shown in Fig. 1.

Data Feature LS Preformance
Collect data preparation & ) Training&Vali- )
. extraction . ; evaluation
processing dating&Testing

Fig. 1. The general process of neural networks and machine learning

K-nearest neighbor algorithm

The K-nearest neighbor [5] algorithm is a simple machine learning algorithm. It has two basic pa-
rameters:

— distance calculation methods. Common methods for calculation of distance between two points are
Manbhattan distance, Euclidean distance and Minkowski distance;

— the & value. Find the & nearest neighbors.
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The implementation process of the Knn algorithm contains the following steps:

1) inputting training datasets and testing datasets;

2) determining the parameter of £;

3) calculating the distance of the current point against the given training data (distance between
all training data points and the current point, current point is from testing datasets). Euclidean distance
can be used here;

4) ranking the calculated distances in ascending order;

5) selecting & points with the smallest distance from the current point (k points are from the training
datasets);

6) The label with the highest frequency among the & points is returned as the predicted label for
the current point.

The advantage of the Knn algorithm is that it is computationally simple, but the disadvantage is that
it is computationally intensive and has a large memory overhead. A suitable value of k needs to be chosen.

Random Forest algorithm

Random Forest algorithm [6] is a decision tree model based on the bagging framework, it consists
of following steps:

1) if N is the number of samples in the training datasets and a constant n < N is specified, then n sam-
ples are randomly selected from the training set with a put-back, selected n samples are used as the
training datasets, samples not selected are used as the testing sets to evaluate the error;

2) if the number of features in the training set is M, then m features (m << M) are randomly selected
from the selected n samples to build the decision tree;

3) the above steps are repeated k& times, resulting in & decision trees;

4) after generating k decision trees, for each testing data, the category with the highest number
of classification results among the & decision trees is used as the classification result of the whole Ran-
dom Forest.

Fig. 2 shows the flow of the Random Forest classification algorithm.

Original training set
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Random sampling with

put-back of the original
training set
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for each training set

)
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\
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Fig. 2. The flow of the Random Forest classification algorithm
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The hyperparameters of the Random Forest classification algorithm are as follows:

— the number of decision trees;

— the number of features in each decision tree;

— whether to adopt a random sampling with put-back;

— the maximum depth of the tree, beyond which branches will be pruned.

The advantage of Random Forest algorithm is that it can be trained in parallel and can handle
high-dimensional data and unbalanced data very well, but the disadvantage is that it is not good at hand-
ling small data or low-dimensional data.

Bayesian neural network algorithm

Bayesian neural networks (BNN) [7] have the same network structure as fully connected neural
networks. But BNN combined probabilistic modelling with neural networks. Bayesian neural networks
differ from normal neural networks in that the weight parameters are random variables rather than definite
values. The Fig. 3 shows the comparison of parameters between Deep neural networks (DNN) and BNN.

@ o

w, W, ws W, = (Wij)mxn
i > . > .
. . BNNs
Wi ~N(Z, )
. k
X E % Y

Fig. 3. The comparison of parameters between Deep neural networks and Bayesian neural networks

The hyperparameters of the BNN are as follows:

— the number of hidden layers;

— regularization parameters. Regularization coefficients affect the generalization ability of the model;

— the number of neurons per layer;

— the number of epoch. An epoch means that all the data is fed into the network, completing a for-
ward computation plus backward propagation process;

— learning rate. Learning rate schedule for weight updates;

— the activation function of the hidden layer. Activation functions such as logistic regression func-
tion, tanh function, relu function, etc.

The steps of BNN algorithm are as follows:

1) initializing the training model parameters;

2) inputting training datasets into the model and perform a forward propagation to obtain the pre-
diction results;

3) calculating the error between the prediction result and the real result;

4) the error is back-propagated once and the model parameters are optimised using an optimisation
algorithm;

5) repeating the training for k epochs;

6) outputing the model parameters.

Methodology

The public datasets [8] used in this article were gathered from 188 patients with PD (107 men
and 81 women) with ages ranging from 33 to 87 at the Department of Neurology in Cerrahpa Faculty
of Medicine, Istanbul University. The control group consisted of 64 healthy individuals (23 males and 41 fe-
males), aged between 41 and 82 years old. During data collection, the microphone was set to 44.1 KHz
and then repeated three times to collect sustained pronunciation of the vowel “a” from each participant.

After data cleaning and pretreatment of the datasets, for each speech record, we extracted 21 base-
line features (5 jitter variants features [9], 6 shimmer variants features [9], 5 fundamental frequency
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parameters features [10], 2 harmonic parameters [11], 1 recurrence period density entropy feature [11],
1 detrended fluctuation analysis feature [11] and 1 pitch period entropy feature [11]), 11 temporal
frequency features (3 intensity parameters features, 4 formant frequencies features and 4 bandwidth
features), 84 Mel frequency cepstral coefficients features, 182 Wavelet transform based features [12],
22 vocal fold features [13] (3 glottis quotient features, 6 glottal to noise excitation features, 7 vocal fold
excitation ratio and 6 empirical mode decomposition features), 432 tunable Q-factor wavelet transform
features [14]. The data features set was then normalized, divided into training datasets and testing data-
sets in the ratio of 9:1. The training datasets were trained and tested using 5-fold cross validation with
5 times’ repetition. Testing datasets were used to test the final results. Since the data were labeled data,
the problems were supervised learning of classification problems. In this article, we used the Knn al-
gorithm, Random Forest and the Bayesian neural network algorithm. The Fig. 4 shows the flow chart
of training datasets and testing datasets.

] Feature Feature Build
N extraction selection classifier

Training
sets
5 fold Cross Validation

Feature :
|=== S Model — Evaluation

Validation
sets

Datasets

Learning
datasets

Feature
» .
extraction

Testing

Fig. 4. The flow chart of training datasets and testing datasets

Experiments and results

Python is an interpreted, object-oriented, dynamically data-typed high-level programming language.
Because it is simple and has a large number of useful libraries. So, we used Python to implement ma-
chine learning algorithms and neural network algorithms. Here were the Python libraries used in our
experiments:

— Numpy library was used to load and store audio data;

— Matplotlib library was used to draw confusion matrices and ROC plots;

— Sklearn library was used to implement machine learning algorithms;

— Keras library was used to implement BNN models;

— Pandas library was used to read csv files.

In this experiment, we used the confusion matrix [15] to evaluate the model. Here were the expe-
riments we conducted. First of all, we applied the Bayesian optimizer to optimize the hyperparameters
of Knn. Its acquisition function was an expected improvement per second. Then the number of calcu-
lation iterations was 30 times. The minimal classification error plot on speech features using Knn algo-
rithm was shown in the Fig. 5.

From Fig. 5, we can see that error reached a minimum value at the 29t iteration, so we took
the KNN parameter value of the 29t iteration as the KNN parameter value for this experiment. We used
the PCA (Principal components analysis) method to select 10 features [16]. The number of neighbours &
was 2. The distance measurement was Cosine function, distance weighting was the inverse distance
weighting.

The recognition results of the Parkinson’s disease speech datasets based on the Knn algorithm were
as follows. The confusion matrix and Receiver Operating Characteristic (ROC) [17] plots of the expe-
rimental results for the training datasets were shown in Fig. 6. The confusion matrix and ROC curve
plots of the experiment results for the testing datasets were shown in Fig. 7. The experimental results
of Parkinson’s recognition based on Knn algorithm on the testing datasets were shown in Tab. 1.
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Fig. 5. The minimal classification error plot on speech features using Knn algorithm
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Fig. 6. Results of training datasets:
a — confusion matrix of training datasets; » — Receiver Operating Characteristic plots of training datasets
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Fig. 7. Results of testing datasets:
a — confusion matrix of testing datasets; b — Receiver Operating Characteristic plots of testing datasets
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Table 1. Experimental results of Parkinson’s recognition based on Knn algorithm

Average value, %
Dataset Test accuracy, %
Precision Sensitivity F1 score
Pd_speech 92.95 92.95 92.95 94.7

In summary, the accuracy of the training datasets was 92.8 % and the accuracy of the testing datasets
was 94.7 %. The accuracy of the testing sets was 1.9 % higher than that of the training sets. This means
that the data sets were very small. When the datasets were divided into training and testing dataset,
the data from different categories are unevenly distributed, resulting in the accuracy of the testing data-
sets being greater than the accuracy of the training dataset.

In the Random Forest algorithm, the GridSearchCV method was used to select the appropriate hyper-
parameters. The number of decision trees in this experiment was searched between 1 and 100 and the best
result was 81; the number of features on each decision tree was searched between 1 and 100 and the best
result was 23. The Gini coefficient was chosen as a measure of impurity, the maximum depth of the tree
was not restricted. Random sampling with put-back was used. The experimental results of Parkinson’s
recognition based on Random Forest algorithm on the testing datasets were shown in Tab. 2.

Table 2. Experimental results of Parkinson’s recognition based on Random Forest algorithm

Average value, %
Dataset — — Test accuracy, %
Precision Sensitivity F1 score
Pd_speech 76.91 89.31 82.65 88.16

From this experiment it could be seen that, the test accuracy of the recognition results of the speech
datasets of Parkinson’s disease based on Random Forest algorithm was only 88.16 %. They were
lower than the model based on the Knn algorithm. Although the Random Forest algorithm outperformed
the Knn algorithm in most cases. However, when the amount of data was particularly small, the Knn
algorithm still outperformed the Random Forest algorithm in classification. We used a BNN model,
which utilized 2 hidden layers with first layer of size 10 and second layer of size 10, and a ReLU fun-
ction as the activation function. The experimental results of Parkinson’s recognition based on BNN al-
gorithm on the testing datasets were shown in Tab. 3.

Table 3. Experimental results of Parkinson’s recognition based on Bayesian neural network algorithm

A lue, %
Dataset — Verage'v'a 'ue > Test accuracy, %
Precision Sensitivity F1 score
Pd_speech 64.15 57.14 60.44 74.74

In summary, experiments indicated that the BNN reached 74.74 % recognition accuracy on the tes-
ting datasets. The other index parameters were very low and the recognition effect was not good, which
means that the BNN algorithm was not suitable for the model of small data. The neural network algo-
rithm required larger data for better recognition. We compared the results of IT diagnosis of Parkinson’s
disease with the known results of other researchers. The Tab. 4 compares the test accuracy of this study
and existing studies on the same dataset of Pd.

Table 4. Compare with others’ research

Dataset Researcher Research method Test accuracy, %
SVM (RBF) 86
C. O. Sakar [8] SVM (Linear) 83
Pd_speech Multilayer perceptron 84
Knn 94
Authors Random Forest 88
Bayesian neural network 74
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The Tab. 4 showed that the Knn algorithm has the highest test accuracy with 94 % on the same da-
taset. This indicates that Knn algorithm has better performance on small data sets.

Conclusion

1.The article presented speech recognition systems, which are most relevant in Parkinson’s disease,
discussed their results. Using public datasets, the authors extracted basic characteristics, time frequen-
cy characteristics, characteristics of low-frequency cepstral coefficients, characteristics based on the
wavelet transform, vocal fold characteristics and configurable characteristics of the Q-factor wavelet
transform. Datasets of patients were used in a machine learning model, the model was then trained using
the Knn algorithm, Random Forest algorithm, Bayesian neural network algorithm.

2. Based on the speech data of patients, IT diagnostics of Parkinson’s disease results were: the re-
cognition accuracy for the Knn algorithm reached 94.7 %, the Random Forest algorithm — 88.16 %,
the Bayesian neural network algorithm — 74.74 %. The authors results of IT diagnostics of Parkinson’s
disease were compared with the known results of other researchers, the best of which are 86 %.

3. The results of the experiment showed that the early detection of Parkinson’s disease based
on the speech data was effective. But it was also possible to see from the experiment that the data set had
a very important impact on the results of the experiment. A more balanced dataset with more data could
provide better recognition results. On small data sets, the Knn algorithm surpassed the Random Forest
and the Bayesian neural network algorithm.
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