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which may lead to job displacement and unemployment. As a result, the labor market may experience a 
decrease in the demand for low-skilled workers who could be restored by machines [1]. 

However, it is noteworthy that while AI may change certain job roles, it also possesses the potential 
to generate fresh employment opportunities in domains such as software engineering, data analytics, and 
AI maintenance. These vocations need specialized expertise that are in high demand, and AI may provide 
prospects for laborers to acquire new skills and transition into these novel job roles. The influence of AI on 
the labor market will differ depending on the industry and locality. Certain corporations may experience 
significant workforce reduction owing to automation, while others may encounter job expansion. All this 
depends on such aspects as economic growth, labor legislation and technological infrastructure. With the 
pace of technological change accelerating, workers must engage in lifelong learning to stay up-to-date with 
new developments in their field. This may involve taking courses, attending workshops, or participating in 
online training programs to acquire new skills and knowledge [2]. 

Another drawback of AI is its deficiency in emotional intelligence, a quality of human resources. 
Although AI can process and analyze vast amounts of data, it is incapable of comprehending emotions or 
grasping the subtleties of human interaction. This could pose a challenge in domains like healthcare and 
customer service, where empathy and emotional intelligence play a vital role. This can be a hindrance in 
fields such as art, music, and writing, where originality is paramount. 

If the data used to train an AI system contains biases or discrimination, the AI system will also be 
discriminatory. AI algorithms are merely impartial as the data on which they are trained. This can result in 
significant ramifications in domains such as borrowing, recruitment, and the legal system. 

AI technologies are also impacting the education sector, as schools and universities incorporate AI 
into their curricula and use it to personalize learning experiences for students. It could lead to changes in 
the skills and knowledge required for future jobs [3]. 

Governments have an obligation to ensure that the benefits of AI are shared widely across society. 
This involves creating policies and regulations that promote the responsible use of AI, as well as providing 
support for workers who are displaced by automation. Additionally, governments can invest in education 
and training programs to assist workers in transitioning to new careers and industries [4]. 

 The impact of AI on the labor market is complex and multifaceted. While AI has the potential to 
create new jobs and increase efficiency and productivity, it can also displace workers and exacerbate social 
inequality. This poses various challenges, including job displacement, the need for re-skilling and upskilling, 
and the potential for exacerbating existing inequalities. Therefore, it is essential to address these challenges 
and ensure that the benefits of AI are shared equitably among workers. Governments, businesses, and 
individuals must work together to prepare for the future of work and ensure that the benefits of AI are 
distributed fairly and equitably. 

 
References: 
1. Artificial Intelligence’s Environmental Costs and Promise [Electronic resource]. – Mode of access: 

https://www.cfr.org/blog/artificial-intelligences-environmental-costs-and-promise. – Date of access: 13.03.2023. 
2. The impact of Artificial Intelligence on the labor market [Electronic resource]. – Mode of access: 

https://www.oecd.org/publications/the-impact-of-artificial-intelligence-on-the-labour-market-7c895724-en.htm. – Date of access: 
23.03.2023. 

3. AI and Jobs: Evidence from Online Vacancies [Electronic resource]. ─ Mode of access: 
https://conference.nber.org/conf_papers/f143876.pdf. ─ Date of access: 23.03.2023. 

4. How AI boosts industry profits and innovation  [Electronic resource]. ─ Mode of access: https://www.accenture.com/fr- 
fr/_acnmedia/36DC7F76EAB444CAB6A7F44017CC3997.pdf. ─ Date of access: 22.03.2023. 
 

6. THE USE OF NEURAL NETWORKS IN PSEUDO-RANDOM 
NUMBER GENERATORS DEVELOPMENT 

Boltak S.V. 

Belarusian State University of Informatics and Radioelectronics 
                                                      Minsk, Republic of Belarus 

Liakh Y.V. – Senior Lecturer  

The information about using different types of neural networks for developing pseudo-random number generators is presented in this 
paper.  

Random number generators are widely used in computer security issues and cryptography. Most 
cryptographic procedures require random numbers: generating the key, authentication, and identification. 
One of the major problems in cryptography today is developing a pseudo-random number generator 
(PRNG) with acceptable quality in terms of randomness. There are many methods that can help generate 
pseudo-random numbers. 
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Using neural networks for generating pseudo-random numbers is a new approach. The idea was put 
forward by Donald Knuth. According to his theory, the complexity of the generation algorithm is not 
connected to the quality of the resulting sequence [1]. A group of researchers from Russia conducted a 
study and claimed that Knuth’s idea was fully supported by the example of the Хorshift generator, which 
despite its simplicity showed the results at the level of a much more complex Mersenne twister [2]. It can 
be assumed that using neural networks as pseudo-random number generators will be less productive, as 
it will require significantly more resources to initialise the structure of neurons, as well as time for training. 
However, some features of neural networks like non-linearity and unpredictability make them suitable for 
generating random numbers. 

Different types of neural networks and combinations of them have been used as a random number 
generator component in cryptosystems. Generally, neural networks take certain data as input and generate 
the desired result as output. In this sense, neural networks are predictable. However, if over-fitting occurs, 
a neural network will show unpredictable result for input  data which was not used for training. This property 
is widely used in most pseudo-random number generators based on neural networks [3]. So neural 
networks have unpredictable behaviour under certain conditions. 

Recurrent neural networks, also known as RNN, are more suitable for generating random numbers. 
These networks are called feedback networks. In such networks neurons exchange information with each 
other. Thus, «memory» is implemented in the network. The examples of recurrent networks for generating 
pseudo-random numbers are Hopfield network, spiking neural networks (SNN), multi-layer perceptron 
neural networks (MLPNN). 

The main idea when using Hopfield network as PRNG is to find a way for the network to never 
converge. The ability to converge in such networks is strongly related to the network architecture, the 
network initial condition, the updating rule mode. Thus, by changing these parameters, it is possible to 
achieve network non-convergence.  

In multi-layer perceptron the over-fitting property is the basis of pseudo-random number generators. 
These random-number generators have a powerful ability to generate real random numbers. Combinations 
of such networks with a hash function represent better result with randomness test. 

Spiking neural networks are much more complicated networks. They are called highly connected 
recurrent neural networks. In such networks the flow of information can spread both from and to neurons. 
Spiking neural networks emulate such a property of the brain as plasticity. Spiking neural networks have 
three types of plasticity – spike-timing dependent plasticity (STDP), anti-spike-timing dependent plasticity 
(Anti-STDP), intrinsic plasticity (IP). Neural networks with Anti-STDP are well-suited for a random number 
generator. 

In conclusion, it can be said that neural networks are suitable for random number generators because 
of their features such as complexity, parallel ability, non-linearity, unpredictability. Also, different 
combinations of neural networks with other technologies have been used as a random number generator 
component in cryptosystems. 
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