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There are many methodological approaches to simulating input signals for radar systems operating 
in the meter wavelength range. This range is used in various systems designed for air traffic control and 
remote sensing of the airspace. Simulating input signals for radar systems operating in this wavelength 
range is associated with several challenges, such as combating interference from other sources, mitigating 
atmospheric attenuation effects, and minimizing the impact of noise and interference on the received signal. 

Many years of experience in the use of meter range radar systems in reconnaissance and air traffic 
control systems have shown significant advantages over other wavelength systems for these tasks. Meter 
wavelength radar systems are traditionally characterised by long detection ranges, stable performance in 
different climatic conditions, the ability to detect objects created using stealth technologies, ease of 
operation, high reliability, technological efficiency in production, and relatively low cost. 

All objects in the radar's surrounding space are determined by their kinematic and radar 
characteristics. Kinematic characteristics include object coordinates and velocities. Radar characteristics 
of objects vary depending on the type of object and significantly affect the received signals. Currently, there 
is a classification of signal sources at the radar input based on their radar properties, including point targets, 
extended (distributed) targets, passive interference (natural and artificial), and various types of active 
interference. 

There are many methodological approaches to forming simulated input signals of radar, adequate to 
real reflected radar signals from airborne objects. 

The most important characteristic of any radar target is its effective scattering area (ESA). ESA is 

understood as an equivalent target, normal to the radar beam with an area of 𝜎, which, located at the 

target's position and isotropically scattering all the power from the radar incident on it, creates the same 
power density at the location of the radar receiving antenna as the real target. ESA is measured in 𝑚2 and 
the concept of ESA allows us to obtain the main equations of radar and radio-electronic suppression [1]. 

ESA of a target can be determined during field trials, as well as by mathematical modeling. Typically, 
ESA is determined by the relative phases and amplitudes of signals reflected from elementary areas. When 
the viewing angle changes, the total field will change significantly. In addition, a change in angle will lead 
to the "shadowing" of some elementary areas and the emergence from shadowing of others. As a result of 
the joint action of these factors, a total scattered field is formed, which has a multi-lobe structure. 

The number of elementary radiators is huge if the object's dimensions are large compared to the 
wavelength of the incident field and limited from below by the number of degrees of freedom of the field N:  

                                                 𝑁 ≫
4𝜋𝐿3

3𝜆3
,                                                       (1) 
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where 𝐿 is the characteristic linear size of the object. 
The resulting scattered field of the object is a superposition of the scattered fields from the elementary 

patches: 

�⃗� = ∑ �⃗� 𝑖
𝑁
𝐿=1 ,                                                                   (2) 

The resulting ESA of a complex object represented by a set of elementary rectangular areas with 
dimensions of λ/2, without taking into account re-scattering between them, is determined by the formula 
[2]: 

𝜎 = 4𝜋 lim
𝑟→∞

𝑟2 |∑ [𝜌𝑒⃗⃗⃗⃗ 𝐸
𝑠𝑓]𝑛

𝑁
𝑛=1 + ∑ [𝜌𝑒⃗⃗⃗⃗ 𝐸

𝑠𝑤]𝑚
𝑀
𝑚=1 |2/|�⃗� 𝑗|

2
,                    (3) 

When modeling reflected signals, the influence of the antenna radiation pattern (main lobe and side 
lobes) in the azimuthal and angular planes on the amplitude and phase modulation of the signals in the 
radio receiving devices of the radar system should be taken into account. 

The directional pattern of the transmitting antenna system depends on reflections from the surface 
of the Earth: 

𝑔𝑡[𝜀, 𝜀0(𝑡)] = 𝑔𝑡𝑓[𝜀, 𝜀0(𝑡)] ∗ Ф𝑡[𝜀, 𝜀0(𝑡)],                                     (4) 
where 𝑔𝑡𝑓[𝜀, 𝜀0(𝑡)] – elevation pattern of an antenna, disregarding the influence of reflections from 

the Earth's surface, Ф𝑡[𝜀, 𝜀0(𝑡)] – module of the interference multiplier of the Earth. 
The module of the interference multiplier of the Earth for the transmitting antenna system at time t 

for the direction by elevation angle 𝜀, with the position of the radiation pattern by elevation angle 𝜀0(𝑡), is 
determined by the equation [3]: 

Ф𝑡[𝜀, 𝜀0(𝑡)] = √1 + Г2(𝜀)
𝑔𝑡𝑓

2[−𝜀,𝜀0(𝑡)]

𝑔𝑡𝑓
2[𝜀,𝜀0(𝑡)]

++2Г(𝜀)
𝑔𝑡𝑓

2[−𝜀,𝜀0(𝑡)]

𝑔𝑡𝑓
2[𝜀,𝜀0(𝑡)]

∗ cos [
4𝜋ℎ

𝜆
∗ 𝑠𝑖𝑛𝜀 + 𝜓(𝜀)],     

(5) 
where Г(𝜀) is the magnitude of the specular reflection coefficient, 𝜓(𝜀) is the phase of the complex 

reflection coefficient, h is the height of the radar antenna above the surface of the Earth, and λ is the 
wavelength of the probing signal.  

The azimuthal antenna pattern can be described as [3]: 

 

𝑔𝑡𝑓[𝛽, 𝛽0(𝑡)] =

{
 
 

 
 

𝑒
−
𝜋[𝛽−𝛽0(𝑡)]

2

2(∆𝜃𝛽𝑡)
2
, если 𝛽𝑡1 ≤ 𝛽 ≤ 𝛽𝑡2,

𝑝𝑡𝛽 ∗ 𝑒
−𝑚𝑡(𝛽−𝛽𝑡1)

2
∗ cos[𝑓𝑡 ∗ (𝛽 − 𝛽𝑡1)

2] , если 𝛽 < 𝛽𝑡1,

𝑝𝑡𝛽 ∗ 𝑒
−𝑚𝑡(𝛽−𝛽𝑡2)

2
∗ cos[𝑓𝑡 ∗ (𝛽 − 𝛽𝑡2)

2] , если 𝛽 > 𝛽𝑡2

,                     

(6) 

 
where 𝛽𝑡1 and 𝛽𝑡2 are the boundary azimuth values where the approximating functions converge. 
Most existing radar systems used for air space surveillance employ probing signals that do not allow 

the implementation of the super-resolution mode for the elements of the radar observation space. 
Therefore, the majority of observed targets are so-called concentrated objects, which are located within the 
limits of just one resolution element (Fig. 1). 

 

 

 

 

 

 

 
 

Figure 1 – Observation of a concentrated target 



59-я Научная Конференция Аспирантов, Магистрантов и Студентов БГУИР, Минск, 2023 

351 

 

At the same time, it should be noted that most surface ships, whose geometric dimensions exceed 
the size of the resolution element, are distributed objects based on the principle of forming the structure of 
the reflected signal. Distributed targets occupy several resolvable volumes in the space of radar 
observation. 

The resulting field of secondary radiation at the receiving point is a vector sum of the fields excited 
by each of the reflecting surface elements of the target. The approach discussed assumes the 
representation of the temporal structure of the reflected signal as a result of the interference of several 
signals reflected from individual elements of the target's structure: 

 

𝑚(𝑡) = ∑ 𝑚𝑥(𝑡) = ∑ 𝐸𝑥(𝑡)𝑈𝐿(𝑡 − 𝑡𝑟𝑥)𝑒
𝑗[(𝜔0+𝛺𝜕𝑥)𝑡+𝜑𝑥(𝑡)]

𝑁𝑥
𝑥=1   

𝑁𝑥
𝑥=1 ,      (7) 

where 𝑁𝑥 is the number of local reflection areas on the object surface, 𝑚𝑥(𝑡) is the temporal structure 

of the reflected signal from the -th local reflection area, 𝑈𝐿(𝑡 − 𝑡𝑟𝑥) is the complex modulation law of a 

limited sequence of L single radio pulses, 𝜔0 is the circular carrier frequency of the probing signal, 𝑡𝑟𝑥 is the 

delay time of the reflected signal from the -th "glittering" point, 𝛺𝜕𝑥 is the circular Doppler shift due to the 

radial velocity of the -th "glittering" point, 𝜑𝑥(𝑡) is the phase of the reflected signal from the -th reflection 
area. 

When implementing algorithms for modeling the air environment, it is important to take into account 
passive and active noise interference. Passive interference does not use electronic means to modify the 
incoming radar signal or to create a jamming signal. The idea is to reflect the radar signal in such a way as 
to mask the target, create false targets, disrupt the radar signal, or otherwise disorient the radar system. 

Active jamming produces signals at the input of the radar, which hinder the detection and recognition 
of useful signals against the background of the surrounding environment. This leads to a decrease in the 
probability of detecting air targets, a decrease in the accuracy of measuring their coordinates, and an 
increase in the probability of false alarms (Fig. 2) [4]. 

 

 
Figure 2 - Inverse gain jamming technique 

The effectiveness of continuous jamming is characterised by the ratio of the power of the interference 
to the power of the signal in the receiver's bandwidth. The power of the interference received by the radar 
is often expressed in decibels (dB) and is determined as follows [4]. 

𝐽 =
𝑃𝑗𝐺𝑗𝜆

2𝐺𝑟

(4𝜋𝑟𝑗)
2𝐵𝑗𝐿𝑗

,                                          (8) 

where 𝑃𝑗 is the power of the j-th source of interference (Watt), 𝐺𝑗 is the gain coefficient of the ADP in 

the direction of the j-th source of interference when transmitting signals, 𝐺𝑟 is the gain coefficient of the 
ADP in the direction of the j-th source of interference when receiving signals, 𝑟𝑗 is the distance from the j-

th source of interference to the radar, 𝐵𝑗 is the bandwidth of the receiver of the j-th source of interference, 

and 𝐿𝑗 is the power losses in the j-th source of interference. 

For the completeness of the described model, it is necessary to take into account the inherent noise 
of the radar itself. The noise generated in the receiver is random, and statistical techniques are used to 
characterise its effect. The noise level at the input to the receiver is primarily determined by the antenna 
noise temperature and its associated loss.  

The noise generated by the radar is a combination of the noise of the antenna itself and the internal 
noise of the receiver: 
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𝑇𝑠 = 𝑇𝑎 + 𝑇𝑟 = 𝑇𝑎 + 𝐿𝑟𝑇0(𝐹 − 1),                     (9) 

 
where 𝑇𝑠 is the total noise temperature in the system, 𝑇𝑎 is the antenna noise temperature, 𝑇𝑟 is the 

receiver noise temperature, 𝐿𝑟 is the power loss in the receiver, 𝑇0 is the receiver operating temperature, 

and 𝐹 is the receiver noise figure. 
The noise due to the receiver is typically small compared to the noise input to the receiver. Therefore, 

receiver noise only has a small effect on the total system noise temperature. This is important when 
calculating parameters such as signal-to-noise ratio (SNR) as the SNR referenced to the receiver noise 
can be very different from the SNR referenced to the total system noise 

Thus, the basic principles of simulating input signals for a meter-range radar have been considered, 
based on which the algorithmic part of the target environment simulator is currently being developed. 
Modeling physical processes in the digital computing system of the radar based on these approaches, 
performed at the stage of developing the algorithms for the operation of the radio-electronic device, allows 
obtaining necessary information at an early stage about how well the proposed digital signal processing 
algorithms meet the requirements set for them. With this information, researchers can make decisions about 
the need to make changes to the device's operating algorithms during its development stage, rather than 
during testing of the finished device. This approach can significantly reduce the time and costs associated 
with creating software for the computing system of the developed radar. 
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There are some problems of embedded systems development such as power consumption, 
dimension and weight restrictions and increased requirements for system performance. This forces 
engineers and scientists to resort to the creation of specialized systems and reduce the use of universal 
microcontrollers and GPUs (Graphics Processing Units). The solution to most problems is increasingly 
becoming FPGA (Field Programmable Gate Array) systems. Despite the advantages of this technology, 
there is a problem of the complexity of developing process. The main languages for FPGA programming 
are VHDL and Verilog HDL [1], which are very specific and complex for software programmers to study. 
However, AMD company has created a framework called PYNQ [2].  

What is PYNQ? PYNQ is an open-source project that makes it easier to use adaptive computing 
platforms. Using the Python language and libraries, designers can exploit the benefits of programmable 
logic and microprocessors to build more capable and exciting electronic systems. PYNQ can be used with 
Zynq, Zynq Ultrascale+, Zynq RFSoC, Alveo accelerator boards and AWS-F1 to create high performance 
applications with parallel hardware execution; high frame–rate video processing; hardware accelerated 
algorithms; real–time signal processing; high bandwidth IO; low latency control. 

This technology is intended to be used by a wide range of designers and developers including: 
– software developers who want to take advantage of the capabilities of Adaptive Computing 

platforms without having to use ASIC-style design tools to develop hardware; 
– system architects who want an easy software interface and framework for rapid prototyping and 

development of their Zynq, Alveo and AWS–F1 design; 


