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If all the strategies are ineffective, the right solution for a company is to remove its product from the 
manufacture. The produce can also be offered to someone who sees some value in it. If the offer cannot 
interest anyone, it is better to close down the production. 

Not every product reaches the last stage of its life cycle. There are also those goods that can remain 
at the maturity stage all the time. It is very difficult to overcome this stage. For this reason, it is always 
necessary to consider variants of events with the product in advance and start planning strategic steps to 
solve various problems even at the stage of its production. There are many ways how the problem with the 
last stage can be solved. It is very important to analyse the market, the target segment of customers and 
the activities of competitors for the right choice of strategy. 
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The paper deals with the problem of implementing hardware based neural networks, describes the examples of activation functions 
implementation. 

In recent decades, an urgent problem in the field of neural technologies has been the speed of 
hardware implementation of neural networks, as well as their performance in conditions of limited 
resources. 

The hardware implementation of a neural network is characterised by the structure of a neuron and 
the activation function. A neuron consists of the following elements: 

inputs are a set of input signals that can be either single-bit or multi-bit; 
input weights are memory registers that store the values of the weights of the neuron inputs; 
a block of multipliers perfoms the function of multiplying the input signal by its corresponding 

weighting factor; 
adders are devices that add products of input signals and weighting coefficients; 
the block implementing the activation function includes hardware activation function; 
the output is the result of neuron calculations [1]. 
When implementing hardware neural networks, there is a problem of ensuring functional 

configurability and limited chip area. Therefore, the architecture with efficient use of the area for the 
activation function is necessary for the full use of parallel processing capabilities. One of the ways to solve 
this problem is the hardware implementation of the activation function based on the CORDIC (Coordinate 
Rotation Digital Computer) algorithm. A universal configurable activation function is developed using the 
CORDIC algorithm and implements a hyperbolic function, a tangent and a sigmoid [2]. 

The CORDIC algorithm has linear convergence and uses minimal hardware resources. It uses only 
shift and addition operations, can perform several computational tasks, such as trigonometric calculations, 
calculation of hyperbolic and logarithmic functions. Since all of the above nonlinear functions are usually 
used as activation functions, it is advisable to use the CORDIC algorithm to implement activation functions 
in the development of hardware neural networks. 

Using the CORDIC algorithm in a hyperbolic rotation mode, it is possible to implement both tangential 
and sigmoid functions using the same hardware resources, saving space and energy with better data 
accuracy.  

The architecture of the configurable activation function block uses the CORDIC module in hyperbolic 
rotation mode. It is used to generate hyperbolic sin and cos functions [2]. The 8-bit precision with a sign 
CORDIC algorithm is used. The generated trigonometric hyperbolic functions are used to obtain an 
exponential function. The 8-bit CORDIC output signal is fed to the adder to produce an exponential output 
signal. 

In the course of the research logic circuits for three different types of activation functions were 
developed: RadBas, LogSig and TanSig. A common feature of activation functions is that they all require 
calculating the value of exponenta. A calculator of indicators based on the CORDIC algorithm is considered 
[3]. Each of the 3 activation function constructs accepts and outputs 32-bit floating-point data. Since 
CORDIC works with fixed-point numbers, data is converted between floating and fixed-point numbers 
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before and after CORDIC in the computation flow. A 32-bit floating-point number has accuracy of up to 8 
digits. Due to the transformations between the number systems in the schemes, the correctness of the 
results deteriorates to 6 characters. Such high accuracy is acceptable for many neural network applications 
[4]. 

In conclusion, it should be mentioned that, the hardware implementation of neural networks using the 
CORDIC algorithm can be easily scaled to work with longer vectors without reducing the speed of operation, 
which is a difficult task for software implementations. Use of hardware neural networks for data classification 
is gaining popularity and has practical significance. This makes the possibility to develop compact systems 
with high performance, which is one of the critical characteristics that can help create real time classification 
systems. 
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This paper gives the review of the use of the influence of virtual reality technologies on the human brain and cognitive processes in 
neuroscience, surgery and cognitive psychology, as well as in the diagnosis, research and treatment of human health disorders. 

In recent years, virtual reality (VR) has been actively used in the entertainment industry. However, 
virtual reality also offers great opportunities for scientific research and public health. Virtual reality 
technologies are now actively developing and are widely used in various fields of science, technology, 
medicine, education and everyday life, as well as a way of teaching high-risk professions. For example, 
VR can help manufacturers launch virtual tests before they build prototypes. Doctors are able to study the 
insides of their patients’ bodies in details. And people who try to learn something new or become more 
familiar with something that is complicated may find VR helpful and fun. 

The results of research to date demonstrate that virtual reality technologies can have both positive 
and negative effects on the physical and psychological state of a person. 

The currently existing VR systems can be divided into two major classes: desktop VR and immersion 
VR.  

Desktop VR: submergence in VR – through a "window" (computer screen); interaction with VR – 
control of a body part or object through a controller (mouse, joystick, gyroscope, glove); VR view - from the 
first or third person. 

Immersion VR: submergence in VR – full interactive immersion (VR helmet); interaction with VR – 
with a glove or suit, sometimes with tactile feedback; VR view – only from the first person. 

The allocation of other types of virtual worlds may vary depending on the scope of VR technology. 
In psychology and psychiatry, the claim about the effectiveness of VR technologies in the treatment 

of attention problems, inhibition, memory loss and even dementia, blocking communication, various 
psychological traumas, etc. has not been disputed for a long time. The more detailed the study of the virtual 
space the higher the effectiveness of therapy. 

Based on the results of a number of neuroscientific studies, researchers and clinicians point out that 
diagnostic tests using the VR environment have high accuracy, sensitivity and specificity in identifying 
various dysfunctions and/or deficits in examining subjects with serious illnesses such as 
neurodevelopmental disorders, schizophrenia spectrum, mood, anxiety, trauma- and stressor-related 
disorders, neurocognitive and neuromuscular disorders. Moreover, VR environments can be not only a 
diagnostics tool, but also an effective (neuro) therapeutic method. In addition, VR systems are increasingly 
being incorporated into the study of natural aging processes and the estimation of effective support in 
(neuro) geriatric care [1].         


