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previous elements plus process, physical evidence and people. All of these parts are essential for 
marketing, but the last one is starting to play even much more crucial role cased by people who have a 
significant impact on the perception of a product in the eyes of a target consumer. 

This fact makes marketing a complex business that requires constant monitoring. Nowadays, 
humans are highly variable. Humankind in the 19th century and humankind now are completely different 
beings. Current-day tastes, preferences and the needs of people are changing rapidly. But humanity itself 
is changing as rapidly, especially in post-industrial countries. 

Back in 2000, the human attention span was measured at 12 seconds. But by 2023, this number has 
rapidly decreased. And as a consequence, short videos are now more popular than before. 

And while it is a problem for humanity in general, it opens up a lot of space for marketers. According 
to researchers, the average human attention span is now shorter than that of a goldfish. In 2023, it is 
estimated to be at just around 8 seconds, only one second below that of a goldfish. And this matter has 
completely changed marketers’ approach to advertising worldwide [1].  

Back in 2021, Google was the most popular website all over the world. However, towards the end of 
2021, TikTok surpassed it in popularity. The concept of applications with short videos appeared 
unexpectedly and unexpectedly gained popularity. At the beginning of 2022, TikTok grew to over 1 billion 
active users. It demonstrated marketers that the new concept of short videos can be a useful and cheap 
tool in their activities. 

Short video platforms that marketers should know about are TikTok, Facebook, YouTube Shorts, 
Instagram Reels, Likee, Triller [2]. 

Nowadays, when an audience does not have time, people are always in a hurry, marketers need to 
discern this and give what the audience demands. Therefore, the advent and success of short videos hastily 
caused them to pick up on this trend. Short-form videos allow to supply the audience with the information 
quickly, and this allows to accord it in larger quantities. That makes them the most powerful marketing tool 
in 2023.  

All these arguments can easily be supported by statistics: 
1) About 68 % of users will happily watch a business video within a duration of one minute, while 

longer promotional videos already cause them negative emotions. 
2) About 93 % of businesses have landed customers through short-form social media videos.  
3) People share short videos twice as any other online content. 
4) About 51 % of marketers who used short-form videos last year are willing to invest in this medium, 

with 38 % planning to invest the same amount. 
5) Over 80 % of users, including almost all adolescents, access the Internet from mobile phones 

rather than personal computers [3]. 
The trend of short videos has already gained a foothold in our society, both among ordinary users 

and among marketers who use it as a powerful advertising tool. And during this period, some trends have 
been formed in marketing that increase the chances of success of an advertising campaign. Therefore, 
expertise and capacity to use them are prerequisites for marketers. There are some of them: more behind-
the-brand videos and explainer videos, product teasers, user-generated content, influencer marketing [3]. 

Short videos are getting immensely popular among marketers for many reasons. It is all about quick, 
digestible content. This is what many people nowadays are after with the wide accessibility of information 
and limited attention span and time to gather it all. Short videos are watched more, they are impactful and 
cheap, and can urge anyone if used in a competent way. Therefore, professionals insist that short-form 
videos and their exact usage should be a mandatory skill of modern marketers. 
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An overview of machine learning technology with a focus on supervised and unsupervised learning is provided in this paper. 
Neural networks and their various categories, such as Feedforward, Recurrent, Convolutional and Long Short-Term Memory Networks 
are introduced as well. The importance of using machine learning responsibly due to its potential risks is emphasized. 

At present machine learning(ML) technology enables artificial intelligence to acquire knowledge 
and assimilate patterns from external data without being explicitly programmed. ML algorithms use 
statistical analysis to find patterns in data and make predictions based on these patterns. 

It is important to mention two main kinds of ML: supervised and unsupervised learning. During 
supervised learning, the algorithm is undergoing a certain training on a labeled dataset, assuming that each 
data point is labeled with the correct answer. Afterwards, the algorithm, having considered the training, 
attempts to make predictions on a new set of data, being unlabeled this time. In unsupervised learning, the 
algorithm does not give any labeled data. It is required to structure the data based on its own capabilities. 
A number of known machine learning algorithms include linear regression, decision trees, and k-nearest 
neighbours. These algorithms find their use in a variety of applications that are aimed at fulfilling a number 
of tasks such as predicting stock prices, identifying fraudulent credit card transactions, and recognizing 
speech and images. 

ML is presented as a tool set of unlimited capabilities, having already revolutionised in many fields 
like financial sphere, healthcare and logistics. ML must be used with respective responsibility. As any other 
technological breakthrough, it involves a fair degree of risk and requires a thorough analysis to avoid 
undesirable consequences. The schematic representation of ML is illustrated in Figure 1. 

 

 
Figure 1 ‒ Schematic representation of ML 

Neural networks are a standalone class of ML algorithms that were created according to the 
structure and functionalities of a human. Such algorithms appear to be capable of handling given complex 
patterns in data and making predictions based on given patterns. Neural networks have become famous 
among users in recent years due to their capability of solving a broad selection of tasks, including image 
recognition, natural language processing, and speech recognition.  

The primary operation principle in neural networks consists of multiple layers of interconnected 
nodes (neurons). The input layer perceives information and transfers it to the following layer where data 
will undergo a series of mathematical operations. Each subsequent layer performs more complex 
operations on data until it reaches the output layer for the final prediction. 

In the process of training the neural network adjusts the weights of the connections between 
neurons to minimize the difference between the predicted output and the actual output. This process is 
called backpropagation and is applied to optimize the network's performance. 

Neural networks are divided into various categories. Feedforward Neural Networks are the most 
trivial types of neural networks, which structure implies data flows in just one direction. Such neural 
networks are commonly applied for tasks such as classification and regression tasks. 

Recurrent Neural Networks (RNNs) have loops in their architecture that enable them to process 
and assimilate sequential data packages such as time series or a natural language. Such neural networks 
have a potential to be used for tasks such as speech recognition and language translation. 

Convolutional Neural Networks (CNNs) are designed with a specific purpose of image recognition. 
They are widely utilized in computer vision applications such as object detection and image segmentation. 

Long Short-Term Memory (LSTM) Networks present a special type of RNN that has ability to store 
or remember information for extended periods of time. Such networks are used in natural language 
processing tasks such as speech recognition and language translation. 

The schematic representation of neural network processes is illustrated in Figure 2. 
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Figure 2 ‒ Schematic representation of neural network processes 

Chat Generative Pre-trained Transformer (GPT) is one of the most popular neural networks. It is a 
large language model developed by OpenAI, based on the GPT-3.5 architecture. Chat GPT has been 
trained on a vast amount of textual data, allowing it to generate coherent and contextually appropriate 
responses to a wide range of natural language inputs. 

The architecture of Chat GPT consists of multiple layers of self-attention and feedforward neural 
networks. Each layer is designed to capture different levels of contextual information, from local word 
relationships to global document-level coherence. 

Chat GPT was trained on a massive dataset of diverse textual data, including books, articles, and 
online conversations. The training process was unsupervised, meaning that the model learned to generate 
responses solely based on the patterns and structures present in the input data. The training was done 
using a technique called language modeling where the model is trained to predict the next word in a 
sentence given the preceding words. This process allows the model to learn the statistical patterns of 
language and generate coherent and contextually appropriate responses. 

Chat GPT has numerous applications in various industries, including customer service, healthcare, 
and education. In customer service, it can be used to provide personalised and efficient responses to 
customer queries, improving customer satisfaction and reducing response time. In healthcare, Chat GPT 
gives a medical advice to patients based on their symptoms, reducing the burden on healthcare 
professionals. In education, it recommends personal learning experiences to students, adapting to their 
individual needs and abilities. 

Chat GPT is a powerful language model that has the potential to revolutionize the way we 
communicate with machines. Its ability to generate coherent and contextually appropriate responses to a 
wide range of natural language inputs makes it a valuable tool in various industries. However, there are 
also concerns about the ethical implications of such technology, particularly in terms of privacy and bias. 
Further research is needed to address these concerns and ensure that Chat GPT is developed and used 
responsibly. 

Neural networks are powerful machine learning algorithms which are capable of processing and 
seeking solutions for complex problems and performing accurate predictions. Neural networks have a broad 
range of applications in the areas of image recognition, natural language processing and predictive 
analytics. There is an assumption, that in future there will be an opportunity to use neural networks in more 
innovative spheres. 
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