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Abstract—In this paper, Gradient-based adversarial at-
tack methods on classification neural networks for image
processing are discussed. And also the archeitecture of
neural network for defense against adversarial attacks is
proposed. For the proposed neural network architecture,
the dependence of the preprocessing quality of the attacked
images on the training time and the number of trained
parameters has been studied.
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I. Introduction

In modern society, deep neural networks (DNNs) are
widely used in various fields such as voice assistants,
smart homes, security systems, and medical equipment.
They face significant challenges, such as performing
financial transactions upon voice assistant requests, au-
tonomous vehicles participating in traffic, and medical
equipment detecting diseases based on analysis and
images. However, what happens if these systems fail
to perform their intended tasks correctly? This could
occur due to insufficient system testing or intentional
interference. For example, based on data analysis, it may
be recommended for almost everyone to visit a doctor,
even if they are healthy. This would lead to overload
in medical facilities and a decrease in attention from
healthcare professionals.

Since DNNs can be easily attacked, it is important
to consider the possibilities of preventing attacks on
neural networks, especially in situations where the conse-
quences of distorted operations can be extremely serious,
such as informing a patient that they are healthy when
they are not. Analytical work has been conducted to
create protective mechanisms based on the fundamental
principles of attacks and defense. The article "Intriguing
Properties of Neural Networks" [[1]] proposed a process
for creating adversarial input data in the field of image
processing, known as the L-BFGS method. It also hy-
pothesized the instability of DNNs to adversarial images
due to their nonlinearity.

Later, the article "Explaining and Harnessing Adver-
sarial Examples" [2] was published, which extensively
discusses the problem of adversarial images and their
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impact on DNNs and linear models. The research con-
cluded that the instability of DNNs is specifically due
to the linear nature of their components. The article
introduced the FSGM attack, which is computationally
lighter compared to the previously proposed L-BFGS
method. The influence of this attack on various networks,
including linear models trained on the MNIST dataset for
classification, was described. An alternative approach to
data augmentation and improving resilience to adversar-
ial images was also proposed — training the network on
generated adversarial images.

The book "Reliability of Neural Networks: Strength-
ening AI’s Resistance to Deception" [3|] provides infor-
mation about various attacks on artificial intelligence,
describes the conceptual foundations of generating adver-
sarial input data, and explains the computational methods
used to create them. The book also presents arguments
about protecting DNNs from attacks.

The article "Adversarial Attacks on Reinforcement
Learning" [4]] presents different attacks on DNNs as well
as various defense methods against such attacks.

The structure of this article is as follows. Section 2
describes the datasets used in this research. Then, in
Section 3, the method for generating adversarial attacks
is described. Section 4 briefly outlines the adversarial
training method. Finally, Section 5 describes the defense
methods against adversarial attacks proposed in this work
and analyzes the results of protecting DNNs using these
methods.

II. Training Data

In this paper, adversarial attacks were performed on
classification neural networks for image processing. The
following input datasets were used for training:

e CT slices of people with corresponding classes:
shoulders, heart, liver. The size of the dataset is
1801 and the classes are balanced. The images are
proposed in RGB (red, green, blue) format with size
512%512.

« Histologic breast cancer image set composed of
images from 2 different hospitals in the Netherlands.
The set was used in the CAMELYON-2016 competi-
tion, and includes the corresponding classes: normal
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(NRM), tumor (TUM), epithelial tissue (EPI). The
dataset size is 18000 and the classes are balanced.
The images are proposed in RGB (red, green, blue)
format with a size of 256%*256.
Figures [I] and [2] are an example of the contents of CT
slice set and histology set, respectively.

heart shuld

heart heart

Figure 2. Example of images from a histology set.

III. Adversarial attaks

Let’s consider an algorithm that classifies images. Let
its processing be defined by the function:

fX—=y (1)

Here, XX is the set of images with a size equal to the
input size of the classification algorithm, and yy is the set

of numbers corresponding to class labels. Now, suppose
there exists an attacking algorithm whose processing is
defined by the function:

g: X=X (2

The sets of images XX and X’X’ have different dis-
tributions, but the images in these sets have the same
size.

If the attacking algorithm works effectively, then the
following condition holds:

f(@) # fg()),

under the condition that:

reX (3)

|z —g(z)|| <e (4)
A. Gradient-based adversarial attacks

Gradient-based adversarial attacks are used to misclas-
sify an image by a neural network. They can be direc-
tional and non-directional. Gradient-based adversarial at-
tacks work as follows. The attacking algorithm generates
noise from some distribution. The noise should have the
same dimensions as the image itself. This noise is added
to the image forming a new transformed image. The
transformed image is fed to the input of the classification
network. If the adversarial attack is successful, the neural
network misclassifies the transformed image. Next, we
will describe some of the most common methods of
gradient attacks. They will also be used later in this

paper.
B. Fast Gradient Sign Method (FGSM)

The Fast Gradient Sign Method (FGSM) ?? is an
adversarial attack method that utilizes the gradients of
a model to create adversarial examples. It was proposed
in 2014 by researchers Ian Goodfellow, Jonathon Shlens,
and Christian Szegedy.

The FGSM method defines the function (4) as:

g(x) =xr—+e€- Sign(Vzl(% ytrue)) (5)

Here, € is the magnitude, and I(x, yirue) is the loss
function of the classification neural network with respect
to the true label.

The main idea of FGSM is to utilize the gradient
information of the model’s loss function with respect
to the input data to create adversarial examples. Gra-
dients indicate the direction in which the loss function
will change the most when the input data is perturbed.
The FGSM attacking algorithm utilizes this information
to create adversarial examples that maximize the loss
function, resulting in the misclassification of the image
by the neural network.

The FGSM method, as presented in the implementa-
tion (5), can be used for untargeted attacks. Since this
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implementation increases the loss function with respect
to the true label, the classification neural network is more
likely to predict the wrong class.

By using a different implementation of the attacking
function in FGSM, a targeted attack can be achieved. To
do this, it is sufficient to define the attacking function
implementation as:

g(l‘) =T —€- Sign(Vzl(% ytargel)) (6)

Here, € is the magnitude, and (2, Ytqrget) 1S the loss
function of the classification neural network with respect
to the target label. This implementation minimizes the
loss function of the classification neural network with
respect to the target label, resulting in the neural network
more likely to predict the target class for the given image.

C. Iterative Fast Gradient Sign Method (I-FGSM)

The Iterative Fast Gradient Sign Method (I-FGSM)
is an adversarial attack method that is implemented by
repeating the FGSM method a certain number of times.
In I-FGSM, the attacking algorithm is implemented using
the following functions:

g(z) =z, (7)

wyy1 = clip (@ + - sign(Vo (T4, Yrue)))  (8)

Here, ¢y = z, « is the step size for adapting x4, clip is
a function that ensures z; € (x—e¢, x+€), and (T, Ytrue)
is the loss function of the classification neural network
with respect to the true label.

In the above implementation, the [-FGSM algorithm
generates an untargeted adversarial attack. It increases
the loss function of the classification neural network with
respect to the true label, causing the neural network to
more likely predict the wrong class for the given image.

This method can be modified to implement a tar-
geted adversarial attack. For this, the attacking algorithm
should be defined using the following function:

g(z) =zn  (9)

Tyyp1 = Clipe(xt - sign(Vzl(xt, ytarget))) (1())

Here, I(x, Ytarget) 18 the loss function of the classi-
fication neural network with respect to the target label.
This implementation minimizes the loss function of the
classification neural network with respect to the target
label, resulting in the neural network more likely to
predict the target class for the given image.

The I-FGSM attack method is stronger than FGSM.
In experiments conducted in this study, it has been
found that for the same magnitude of attacks, the I-
FGSM method leads to a higher number of incorrect

predictions by the considered neural networks compared
to the FGSM method.

D. Generation of adversarial attacks

The experiment investigated the effect of FGSM on
ResNet50, MobileNetV2 and DenseNet169 neural net-
works, which are widely used image classification mod-
els. Different attack scenarios were studied, including
changing the input data, changing the noise magnitude
€, and applying defense techniques such as Adversarial
Training and using an additional neural network for
image preprocessing.

Figure 3. Example of adversarial attack when ¢ = 0.004, (first and
second rows, respectively). From left to right in the row — the original
image, the malicious image, and the attack itself.

o W

Figure 4. Example of adversarial attack when € = 0.004 (first and
second rows, respectively). From left to right in the row — the original
image, the malicious image, and the attack itself.

Figures [3] @] [5] and [f] show examples of the original
images, malicious images with added noise from the
FGSM attack, and the attack itself. The values of each
pixel have been magnified by a factor of 30 to visualize
the differences between the images. In each figure, the
first row shows the best classification quality result
obtained at ¢ = (0.004, while the second row shows the
best result at € = 0.01. From left to right, each figure
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Figure 5. Example of adversarial attack when ¢ = 0.01, (first and
second rows, respectively). From left to right in the row — the original
image, the malicious image, and the attack itself.

Figure 6. Example of adversarial attack when € = 0.01, (first and
second rows, respectively). From left to right in the row — the original
image, the malicious image, and the attack itself.

shows the original image, the malicious image, and the
attack corresponding to that image.

E. Application of semantic technologies for image clas-
sification

Semantic approaches can also be used for the task
of classifying attacked images. One such approach is to
use semantic segmentation, which divides the image into
semantic regions or objects. This allows the model to
more accurately analyze the content of the image and
classify it based on the different segments. Semantic
segmentation can be achieved through a variety of tech-
niques, including using convolutional neural networks
with architectures specialized for segmentation, or com-
bining deep learning with image processing techniques.

In addition, semantic techniques can be used to im-
prove the interpretability of image classification. This is

especially important in tasks where explanation and un-
derstanding of the decisions made are critical. Semantic
technologies allow models to explain their classification
decisions based on high-level concepts and semantic
attributes. For example, one can use activation visualiza-
tion techniques in neural networks to identify important
image regions that influence classification, or to show
relationships between classes and semantic concepts.

IV. Adversarial training

Adversarial training defense is as follows: the input
dataset that learns to classify a DNN is augmented
because the training dataset will now include adversarial
images, a kind of augmentation. This form of data
augmentation utilizes input data that is unlikely to be
naturally acquired, but which reveals the shortcomings
of the DNN. With the generated dataset, the model tries
to minimize the loss function. In this way the DNN
becomes less sensitive to small distortions. However,
if malicious images produced by a different model but
trained on a subset of the original input data, i. e., the
model approximates the target DNN, are given as input,
their behavior will be similar. That is, incorrect results
may be obtained again, more or less different from the
results obtained on the malicious images generated by
the original network (from [2])).

In order to improve the robustness of the network
using Adversarial training, the target DNN can be trained
not only on malicious images generated by the original
model, but also on other models. Since the model weights
will be adjusted to the combination of malicious image
groups, the DNN will become more robust to malicious
images and it will be more difficult for an attacker to
attack it.

V. Defense against adversarial attacks

In the Adversarial training procedure of the classifica-
tion neural networks considered in this paper, we used the
SparseCategorical Crossentropy loss function, Adam
optimizer with a training step of 1073, Since the classes
in the input datasets are balanced, to assess the quality
of the model we will use the accuracy quality metric,
which characterizes the proportion of correct predictions
relative to the number of all objects.

In this paper, a neural network with autoencoder archi-
tecture was used to implement the method of preprocess-
ing attacked images. For the proposed neural network, the
classification quality of the images preprocessed using it
was measured.

The disadvantage of the autoencoder architecture is
the significant reduction in the amount of information
in the latent space relative to the amount of information
of the image itself. To solve this problem, layers with
information transfer from the previous state were added
to the neural network architecture to protect against
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adversarial attacks. The architecture of the proposed
neural network is described in Table 3.

The neural network for image preprocessing was
trained using a composite loss function consisting of
image restoration loss function and classification loss
function.

Also during the research of this image preprocessing
method, the dependence of the classification quality of
preprocessed images on the number of training epochs
of neural networks for defense against adversarial attacks
was measured.

The results of the conducted experiments are presented
in Tables [ and

From the results presented in the tables in Tables
and the following conclusions can be drawn:

1) The implementation of the attack depends on the
choice of the dataset on which the target deep
neural network (DNN) has been trained. When the
same DNN is used to classify histology and com-
puted tomography (CT) related datasets, the results
after the FSGM attack do not match the accuracy
of the original classification proportionally.

2) Attacks on different neural networks show different
results. For example, the MobilenNetV2 neural
network is found to be more resistant to attacks.
This property is also manifested at different levels
of attack magnitude. The results obtained depend
primarily on the number of trained parameters in
the neural network. The neural network with less
number of trained parameters is less susceptible to
attacks.

3) When the considered defense methods are applied
on malicious images generated on the same net-
works, the classification accuracy on both datasets
is recovered, and this recovery depends on the
number of trained parameters. Although the Mo-
bileNetV2 neural network proved to be more re-
sistant to attacks, its accuracy is recovered slower
compared to the Resnet50 and Dencenet169 neural
networks.

4) The amount of noise added to the original data to
create malicious images affects the classification
accuracy. The more noise added, the greater the
deviation of the prediction vector from the original
vector. Hence, the amount of noise required to
create a malicious image depends on the particular
network and the input dataset used.

5) The considered neural networks on a set of CT
images showed high classification accuracy, indi-
cating that the added noise is not enough to create
malicious images.

6) When more noise is added to the original images
at e = 0.01, the attack significantly reduces the
accuracy of the classifier on the malicious image
sets, except in the case of the CT image set

for MobileNetV2, where the added noise at this
value of € was insufficient to turn the images into
malicious images.

Thus, the classification accuracy of a DNN after
applying FGSM to it is affected by the original input
dataset, the architecture of the DNN, and the amount
of noise superimposed on the images. The considered
methods of protection against adversarial attacks showed
high quality on all pairs of network-dataset type. This
indicates the effectiveness of this type of protection to
ensure the network resistance to FSGM attack.

VI. Conclusion

In this paper, a comprehensive analysis of gradient-
based attacks is performed, taking into account the in-
fluence of the Deep Neural Network (DNN) architecture,
the input dataset used, and the amount of added noise
€ to form malicious images. Adversarial training and
image preprocessing using neural networks were applied
as defense techniques against the FGSM attack. These
approaches achieved high classification accuracy on the
original FGSMs, but did not fully recover the original
accuracy level.

The results emphasize the importance of security
techniques in deep neural networks. The study of attacks
on such networks is of great importance for the devel-
opment of effective defense mechanisms. The considered
problematic requires further in-depth research, especially
in light of the wide application of deep neural networks
in various fields, including medicine, where classification
accuracy is of particular importance and the potential
consequences of errors are unacceptably high.
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Conv2d, LeakyReLU
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Reshape, Linear, Reshape, Skip Connection

Decoder
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Conv2dTransform, LeakyReLU, Skip Con-

nection

Conv2dTransform, LeakyReLU, Skip Con-
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Conv2dTransform, LeakyReLU, Skip Con-
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(32, 112, 112) — (1, 224, 224)

Output Layer

Conv2dTransform, ReLU
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METO/bI 3AIIATHI I'TYBOKUX
HEWPOHHBIX CETEHN OT
BPAKJIEBHBIX ATAK

I'um6ukmii B. B., Bapamesuu A. T,
Kosanés B. A.

B naHHO# cTaThe pacCMaTPUBAIOTCS] METO/BI TPAIUEHT-
HOI aTaK¥ Ha KJIACCU(PUITUPYIOIIe HEHPOHHBIE CETU IS
00paboTKM N300pakeHNH. A TakKe NpeJIIoKeHa apXUTEK-
Typa HEWpPOHHON CETH MJISl 3AIUTHI OT 3JI0YMBIILICHHBIX
arak. s mpe/ITo)KeHHON apXUTEKTYpbl HEPOHHOM CeTH
WCCle/IOBaHa 3aBHCHMOCTh KauecTBa IpeABapHTEIbHOM
00paboTKU aTaKkyeMbIXx U300paXeHHil OT BpeMeH! 00yue-
HUS ¥ KOJIMYEeCTBA 00yYaeMbIX MapaMeTpoB.
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