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Abstract—More than 11,000 chest x-ray images and their
corresponding text annotations were analyzed, and the first
pilot studies on image processing tailored to text annotations
of radiology specialists were conducted. An image process-
ing pipeline for a database and for a neural network has
been developed. The prediction of the parameter ''Overall
percent of abnormal volume'' was performed and the mean
absolute error (MAE) for the InceptionResNet50V2 neural
network model was 11.073.
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I. Introduction

In this article the main efforts are made to analyze
and prepare Chest X-ray (CXR) images and correspond-
ing text data annotations. A total of /1,493 non-empty
CXR images were downloaded (in fact there are 13,521
instances, however 2,028 of them were empty and not
downloaded from TB Portals [1] website).

On the CASE BROWSER [2] website CXR text an-
notation can be viewed as in Fig. 1 along the following
path:

Patient: Noe — Case — View Imaging Study — Diag-
nostic Report.

Lung annotations
made with sextants

Annotation of the

lungs as a whole

Figure 1. CXR textual annotation on the CASE BROWSER [2] website.

All CXR textual data in corresponding JSON files as
well as on the CASE BROWSER [2] and TB DEPOT [3]
websites are divided into three blocks of information
(Fig. 2):

This work was carried out with the financial support of the
ISTC-PR150 "Belarus TB Database and TB Portal" project.

« anonymized patient information (gender, age, coun-
try, diagnosis, etc.);

o CXR radiologists’ textual annotations, which is cur-
rently being analyzed in this article;

« treatment history, which includes medications and
treatment days.
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Figure 2. CXR case information on the TB DEPOT [3] website.

Second data block in Fig. 2 or "CXR annotations" can
also be roughly divided into three groups:

« CXR annotations, as if it were a computed tomog-
raphy (CT) scan, in total 106 images;
¢ CXR annotations of the six lobes of the lung (sex-
tants) with twenty parameters for each sextant, in
total 546,364 non-empty text annotations in 9,154
CXR images;
e CXR annotations of the lung as a whole using
six parameters, see "Overall Characteristics" tab in
Fig. 1, in total 11,387 CXR images.
For clarity, the image categories are shown in the dia-
gram below, Fig. 3.
The results of the analyses of the annotations of these
groups are summarized below. Further, after the data
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Figure 3. CXR image categories from TB Portals [1] website.

analysis there is a report on the use of the obtained
data in solving the prediction of the parameter "Overall
percent of abnormal volume" is given.

II. CXR annotations, as if it were a CT

There are 106 images described like a CT. All from
Georgia. These images have 19 parameters with disease
descriptions, like a CT scan. Annotation parameters for
CXR are absent.

For example, in Fig. 4, patient ID 1534 has one
annotated image with a study modality CR (Computed
Radiography), but the actual description is as if it were
a CT (Computed Tomography).

Should be CXR, but

‘)zmnatated like a CT

Figure 4. Patient ID 1534 with CXR annotation, as if it were a CT.

It was decided to exclude these images from the further
investigations for the following reasons:

o their annotation is different than most other files,
meaning that these images cannot participate in
neural network training together with everyone else;

o 106 files can participate in separate neural network
training, but there is more valuable data to explore;

e it is unclear why these images are described differ-
ently, and until this is clarified, it is better to exclude
them from further study.

III. CXR annotations of sextants

A. Lesion names to describe the lungs lobes

In the CXR image, the lungs are divided into six lobes
or sextants:

o Upper Right Sextant;

o Upper Left Sextant;

« Middle Right Sextant;
o Middle Left Sextant;

o Lower Right Sextant;

o Lower Left Sextant.

Each sextant has twenty identical lesion names, which
can be found in the corresponding JSON files for each
CXR image:

1) Small Cavities
2) Medium Cavities
3) Large Cavities
4) Is any Large cavity belong to a multi-sextant cav-
ity?
5) Can Multiple cavities be seen?
6) Small Nodules
7) Medium Nodules
8) Large Nodules
9) Huge Nodules
10) Is any calcified or partially-calcified Nodule exists?
11) Is any non-calcified Nodule exists?
12) Is any clustered Nodule exists
13) Are multiple Nodules exist?
14) Low/ground glass Density (active fresh nodules)
15) Medium Density (stabilized fibrotic nodules)
16) High Density (calcified nodules, typically sequella)
17) Low/ground glass Density
18) Medium Density
19) High Density
20) Collapse

The data displayed on the CASE BROWSER [2] and
TB DEPOT [3] websites and the tag names in JSON files
are slightly different, but a mutually unambiguous match
can be made even by a non-specialist. The only non-
obvious correspondence is that the field "Infiltrate" on
the website should correspond to the tag "High Density"
in JSON files. This match between the "Infiltrate" field
and "High Density" tag was found by the method of
exceptions as the last possible match.

Mutually unambiguous correspondence between the
data on the websites and in JSON files is given in Tab. I
and Tab. III.

The sequential arrangement of the twenty lesions in
Tab. I is the same as on the CASE BROWSER [2]
website.

The number of non-empty lesions in the lung sextants
is listed in Tab. II.

For convenience and to save space, in Tab. II, the word
"Sextant" is omitted in table header. The total number of
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Table 1

Twenty lesions to describe the lungs lobes in CXR images

Ne [ Tags in JSON files "info-all.json" [ CASE BROWSER [2] website [ TB DEPOT [3] website
Cavity
1 Small Cavities Small Cavities (less than 3 cm) Small Cavities
2 Medium Cavities Medium Cavities (3-5 cm) Medium Cavities
3 Large Cavities Large Cavities (more than 5 cm) Large Cavities
4 Is any Large cavity belong to a multi- | Does any Large cavity belong to a multi- | Large Cavity Multi Sextant
sextant cavity? sextant cavity?
5 Can Multiple cavities be seen? Can Multiple cavities be seen? Multiple Cavities Seen
Nodules
6 Small Nodules Small Nodules (less than 3 mm) Small Nodules
7 Medium Nodules Medium Nodules (5-15 mm) Medium Nodules
8 Large Nodules Large Nodules (15-30 mm) Large Nodules
9 Huge Nodules Huge Nodules (more than 30 mm, tuber- | Huge Nodules
culoma)
10 | Is any calcified or partially-calcified Nod- | Any calcified or partially-calcified Nod- | Partially Calcified Nodule Exists
ule exists? ules?
11 | Is any non-calcified Nodule exists? Any non-calcified Nodules? Non Calcified Nodule Exists
12 | Is any clustered Nodule exists Any clustered Nodules (nodules 2-5 mm | Any Clustered Nodule Exists
apart)?
13 | Are multiple Nodules exist? Can Multiple Nodules be seen? Multiple Nodule Exists
14 | Low/ground glass Density (active fresh | Low/ground glass Density (active fresh | Low Ground Glass Density Active Fresh
nodules) nodules) Nodules
15 | Medium Density (stabilized fibrotic nod- | Medium Density (stabilized fibrotic nod- | Medium Density Stabalized Fibrotic Nod-
ules) ules) ules
16 | High Density (calcified nodules, typically | High Density (calcified nodules, typically | High Density Calcified Typically Sequella
sequella) sequella)
Infiltrate
17 | Low/ground glass Density Low/ground glass Density Infiltrate Low/Ground Density
18 | Medium Density Medium Density Infiltrate Medium Density
19 | High Density High Density Infiltrate
Collapse
20 [ Collapse [ Collapse [ Collapse

2Lesion names have been left unchanged for accuracy of description.

Table II

The number of non-empty lesions in the lung sextants

Lesion name Upper Right | Upper Left | Middle Right | Middle Left | Lower Right | Lower Left
Small Cavities 6723 5856 4654 4717 2756 2596
Medium Cavities 6720 5856 4653 4714 2755 2596
Large Cavities 6719 5855 4652 4714 2755 2596
Is any Large cavity belong to a multi-sextant 6732 5868 4663 4727 2768 2608
cavity?
Can Multiple cavities be seen? 6732 5867 4661 4727 2768 2606
Small Nodules 6724 5856 4656 4719 2757 2599
Medium Nodules 6724 5855 4653 4715 2755 2596
Large Nodules 6720 5853 4652 4714 2755 2596
Huge Nodules 6720 5854 4652 4714 2755 2596
Is any calcified or partially-calcified Nodule 6733 5868 4666 4727 2768 2609
exists?
Is any non-calcified Nodule exists? 6731 5868 4665 4728 2768 2609
Is any clustered Nodule exists 6731 5864 4665 4727 2769 2608
Are multiple Nodules exist? 6730 5862 4661 4723 2768 2608
Low/ground glass Density (active fresh nod- 6726 5856 4656 4718 2757 2599
ules)
Medium Density (stabilized fibrotic nod- 6724 5857 4654 4716 2755 2596
ules)
High Density (calcified nodules, typically 6720 5853 4652 4714 2754 2596
sequella)
Low/ground glass Density 6724 5856 4657 4715 2760 2598
Medium Density 6724 5858 4655 4716 2757 2597
High Density 6720 5855 4652 4713 2755 2596
Collapse 6720 5855 4652 4714 2754 2598




text annotations is 546,364. For the right lung: 282,817.
For the left lung: 263,547.

The division of the lungs into sextants is made by a
radiologist according to the following rules.

For CXR:

« Upper sextants are above the lower edge of the aortic
arch;

o Middle sextants are between the lower edge of the
aortic arch and the right inferior pulmonary vein);

o Lower sextants are below the right inferior pul-
monary vein.

For CT:

o Upper sextants are above keel level;

« Middle sextants are between keel and right inferior
pulmonary vein;

o Lower sextants are below right inferior pulmonary
vein.

Approximately, with some reservations, the lung may
be considered to be divided into three equal lobes
vertically and into two equal lobes horizontally. It was
decided to determine the boundaries of the sextants by
calculating the third part of the total area of the lungs.
With this choice of boundaries, the sizes of the sextants
will be approximately the same in area. In this case the
boundaries of the sextant are approximate and not related
to lung anatomy. The left lung is where the heart and left
arm are located. The right lung is where the right arm
is located.

Tab. II shows that the highest number of lung diseases
was registered in the upper lung lobes and the lowest
number of lung diseases was registered in the lower lung
lobes. At the same time, on average, more diseases were
registered in the right lung than in the left lung.

According to Radiopaedia "post-primary infections
have a strong predilection for the upper zones" [4].
Right versus left lesions asymmetry is not so obvious
as top versus bottom and depends on the type (class)
of the lesion. Statistical Atlas of Lung Lesions [5], [6],
which was made by our team, is still in research. The
difficulty in studying the statistical distribution of lesions
is that they are of different nature and different biological
substrates.

B. Analysis of sextant lesion names

According to the CASE BROWSER [2] website 20
lesion names are divided on the four groups (classes):
"Cavity", "Nodules", "Infiltrate" and "Collapse" (see
Tab. I).

Additional analysis of the sextant lesions list is shown
in Fig. 5.

In Fig. 5, equally significant sections of text are
highlighted with the same color. The 20 parameters are
specially grouped in such a way that the same significant
values are next to each other. Here are the definitions for
these diseases.

l. Small | Cavities
2. Medium | Cavities |
3, Large | Cavities |
4,

X

Is any Large |camity | belong to o mulli-sextant cavity?
Can Mulfiplé | cavities | be seen?
6. Small Nodules
7. Medinm Nodules
8, Large Nodules
9. Huge Nodules
10, Is amy caleified or partially-calcified | Nodule |exists?
11. Is 4% nou-calcified Nodule |exists?
12, Is any clustered Nodule |exists

13, Are multiple Nodules | exist?

14, Low/ground glass | Density |

15, Low/ground glass | Density | (actve fresh nodules)

16, Medium | Density

17. Medium | Density | (stabilized fibrotic noedules)

|E. High | Density |

19, High | Density | (calcified nodules, typically sequella)
20.| Collapse |

Figure 5. Graphical result of lesion names analysis for lung lobes.

A lung cavity or pulmonary cavity is an abnormal,
thick-walled, air-filled space within the lung. Cavities in
the lung can be caused by infections, cancer, autoimmune
conditions, trauma, congenital defects, or pulmonary
embolism. The most common cause of a single lung
cavity is lung cancer. Bacterial, mycobacterial, and fungal
infections are common causes of lung cavities [7].

According to the glossary of terms for chest imaging
proposed by the Fleischner Society, a lung nodule is
defined as an approximately rounded opacity more or
less well-defined measuring up to 3 cm in diameter [8].
Rounded lesions measuring more than 3 cm in diameter
are termed lung masses and should be considered indica-
tive of lung cancer until histologically proven otherwise.
Lung mass approach differs from that of nodules [9].

The density of the lung reflects the total mass of
fluid, air, and dry lung tissue per unit volume of the
lung. Lung density can be measured by evaluation of
attenuation of an electron beam with CT. This technique
has been shown to be sufficiently reliable and sensitive
to distinguish normal from abnormal lung water [10].

A pulmonary infiltrate is a substance denser than air,
such as pus, blood, or protein, which lingers within
the parenchyma of the lungs. Pulmonary infiltrates are
associated with pneumonia, tuberculosis, and sarcoido-
sis [11].

A collapsed lung (pneumothorax) occurs when air
escapes from the lung. The air then fills the space outside
of the lung between the lung and chest wall. This buildup
of air puts pressure on the lung, so it cannot expand as
much as it normally does when you take a breath. The
medical name of this condition is pneumothorax [12].

Four general categories (classes) of disease can be
distinguished from the definitions above:

1) class "Cavity" in the presence of one or more
abnormal thick-walled spaces in the lung filled with
air (gas);



2) class "Nodule" in the presence of one or more

small up to 3 cm opacities;

3) class "Density" or "Infiltrate”" in the presence of

abnormal lung thickenings;

4) class "Collapse" or pneumothorax, when the lung

cannot fully expand when breathe in.

Lesions analysis showed gradation in density, with the
exception of the "Collapse" class. The "Cavity" class has
the lowest density. Abnormal fluids and other seals are
next that fall into the "Density" ("Infiltrate") class. And
the densest is the "Nodule" class.

Nodules, abnormal density and cavities can be of
different sizes (small, low, medium, large, high, huge),
in different numbers (any, multiple, belong to a multi-
sextant), in different qualities, especially nodules (cal-
cified, partially-calcified, non-calcified, clustered, stabi-
lized, active).

IV. CXR annotations of overall characteristics

Parameters used to describe the lungs as a whole
(without sextants) are in Tab. III.

The seventh parameter "Timika Score" from Tab. III
is not present in JSON files. The Timika CXR score
is a machine learning tool for diagnosing tuberculosis,
which was developed in 2010 by investigators at the
Menzies School of Health Research in Darwin, Australia.
The score in a scale of 1 to 140 was designed for
physicians in underserved clinical settings and is based
on the overall abnormal percent of volume of the lungs
on CXR, plus the presence of cavitation [13], [14]. Most
likely, the Timika CXR score is calculated automatically
after the radiologist annotation and is not stored in the
TB database.

The "Rater" parameter can have three values: "General
practitioner”, "Radiologist” or "Other", and if it is set, it
means that the CXR image has been annotated. In this
case, if the image is annotated and the sextants are blank,
the patient is free of lung lesions.

V. Description of the top catalogues for further
research

At this stage of the project, the main effort was focused
on building the CXR image databases for further inves-
tigations. The catalogue tree is represented as follows.

levelO Original data from TB Portals [1] in DICOM
format ("*.dem") containing CXR, CT, JSON description
files and other auxiliary files.

levell All CXR and CT images have been converted
to NIFTI format ("*.nii.gz").

level2 CXR images were manually reviewed and only
those images that could be used in further research were
selected into this catalogue.

o cxr Selected CXR images.

o cxr_annotations Excel tables with text annotations,

paths in levell directory and other auxiliary infor-
mation for each CXR file.

e cxr_scripts Python scripts to prepare level2 direc-
tory.

e cxr_masks Lung masks obtained via LungExpert
API [15].

o cxr_thumbnails Images preview in PNG format and
size 512x512 pixels.

e cxr_data Preprocessed CXR images. For example,
CXR images cropped by lung mask, normalized
to the range [-1, +1] and then resized via lanczos
method to 256x256 or 512x512 pixels.

o temp Intermediate files that will be deleted after
level2 is finished.

level3 Directories with investigations. Each subdirec-
tory here is the separate investigation.

e cxr_abnormal_volume Investigation of the lung le-
sion percentage.
o cxr_sextants Investigation of the lung lobes.

All directories named "cxr_" mean that CXR files are
processed.

All directories named "ct_"
processed.

CXR images processing pipeline:

mean that CT files are

o manual review and screening out defective images
with saving data in the "cxr" directory;

« verification and correction for orientation, inversion,
etc. with modification of the data in the "cxr"
directory;

o getting mask via LungExpert API [15] with saving
data in the "cxr_masks" directory;

o normalization and resizing with saving data in the
"cxr_data" directory;

o slicing into sextants
"cxr_sextants" directory.

and saving data in the

The processing pipeline for the neural network is
shown in Fig. 6:

« applying modality, inversion and orientation checks
to the input image;

« obtaining lung mask via LungExpert API [15];

« cropping the image along the borders of the lungs,
normalization and resizing;

« slice into sextants for lung lobes investigation;

« application of neural networks to determine overall
characteristics or to determine sextant lesion char-
acteristics;

o comparing the results obtained with the radiologist’s
annotations.

VI. Prediction of the parameter "Overall percent of
abnormal volume"

A. Task description

The first parameter to research was the "Overall per-
cent of abnormal volume" parameter. It can be an integer
between 0 and 100 %. Zero percent means that the lungs
are healthy and have no abnormal volume and 100 %
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Table III

Parameters to describe the lungs as a whole

Ne Tags in JSON files "info-all.json" CASE BROWSER [2] website TB DEPOT [3] website
1 Opverall percent of abnormal volume Overall percent of abnormal volume Overall Percent of Abnormal Volume
2 Pleural Effusion. % of hemithorax in- | Pleural Effusion. % of hemithorax in- | Pleural Effusion Percent of Hemithorax
volved volved Involved
3 Is Pleural Effusion bilateral? Is Pleural Effusion bilateral? Pleural Effusion
4 Other Non-TB abnormalities Other Non-TB abnormalities Other Non-TB Abnormalities
5 Are Mediastinal lymph nodes present? Are Mediastinal lymph nodes present? Are Mediastinal Lymph Nodes Present
6 Rater Rater Rater
7 — Timika Score —
‘ . ‘ regression method;
Input image K . X
; 3) conducting experiments and comparing results.
T . . .
Modality, inversion This study was carried out in order to create a correct
and orientation checks pipeline for further investigations of other CXR image
. I
parameters.
Lung image masking
: I B. Preparation of the primary dataset
| (Cropping the image along To prepare the dataset, all images were reviewed.
the borders of the lungs . .
¥ Unsuitable images have been excluded. An example of
Working with overall Division into such excluded images is shown in Fig_ 7.
characteristics
o e M
2 || g 2 9 2
Z 2 2 2 =
I ;5 |5! ‘5 =
b o — li‘.f

Prediction of 20 parameters of
each sextant

Prediction of 5 parameters of |
overall lung characteristics H

General image
descriptor
Radiologist-provided
deseriptor

Figure 6. The processing pipeline for the neural network.

means that the entire lung volume is affected. From the
TB DEPOT data dictionary [16]: "Overall percent of
abnormal volume. Pleural effusion should be excluded.
This is a professional judgment number in addition to
the volume that can be calculated".

The InceptionResNet50V2 neural network is used to
predict the parameter "Overall percent of abnormal vol-
ume" based on the input CXR image. Among several
tested architectures, this neural network showed the best
results. It has also been suggested that it is not necessary
to use a neural network to predict an abnormal percentage
of lung volume. It was assumed that the "classical"
machine learning method based on regression analysis
would suffice.

Thus, three phases have been identified to fulfill this
task:

1) preparation of the primary dataset;
2) application of the Support Vector Machine (SVM)

Figure 7. Examples of excluded images.

Excluded images are images with lateral patient ori-
entation, containing large white/black frames, incorrect
modality, other body parts, etc.

After review the primary dataset contains in total
8,875 images. It was noticed that some remained images
are flipped horizontally (the heart is on the right side).
For example, a patient with ID 8620 in Fig. 8 has heart
on the right side of the body, the image is flipped.

A simple three-layer convolutional neural network
(CNN) was implemented to find such incorrectly oriented
images (Fig. 9).

To train this three-layer CNN an additional dataset was
used. Each class of the training dataset contains 1,260
flipped (heart on the right) and 1,260 correctly oriented
images. Test dataset contains 314 CXR images in each
class.

Fl-score on the test dataset was 0.9936. The resulting
model was enough to optimize the process of preparing a
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Figure 8. Incorrectly orientated image, the heart is on the right side.

24 9 ; el oL input: | [(None, 224, 224, 1)]
SOV P Y e I tput: | [(None, 224, 224, 1)]
input: (None, 224, 224, 1)

conv2d_9: ConvZD

output; | (None, 222, 222, 75)

l

max pooling2d 9: MaxPooling2D

\

{None, 222, 222, 75)
(None, 222, 222, 75)

input:

output:

input: | (None, 222, 222, 73)

dropout_6: Dropout
output: | (None, 222, 222, 75)
conv2d 10: Conv2D input: | (None, 222, 222, 75)
- output: | (None, 220, 220, 35)

!

max_pooling2d_10: MaxPooling2D

|

(None, 220, 220, 35)
(None, 220, 220, 35)

input:

output:

a 7D v input: | (None, 220, 220, 35)
ropout_7: Lropout 1= tput: | (None, 220, 220, 35)
input: | (None, 220, 220, 35)

convZd_11: ConviD
- output: | (Nene, 218, 218, 17)

l

max_pooling2d_11: MaxPooling2D

)

(None, 218, 218, 17)
(MNone, 218, 218, 17)

input:

output:

flatten 3: Flatt input: | (None, 218, 218, 17)
e en output: (None, 807908)
dense 3: Dense input: | (None, 807908)

output: (None, 2)

Figure 9. Three-layer CNN architecture to find horizontally flipped
images.

general dataset. Solving the image orientation problem is
important for proper slicing of CXR images into sextants.

As a result, the primary dataset obtained consists of
6,000 CXR images in the train set and 2,875 CXR images
in the test set.

C. Application of the Support Vector Machine regression
method

It was hypothesized that a "classical" machine learning
method without the use of Al approaches would be
sufficient to predict the value of parameter "Overall
percent of abnormal volume" from the CXR input image.

To test this hypothesis SVM regression method using
image histograms was used and compared with neural
network method. A pre-trained on the ImageNet [17]
CNN InceptionResNet50V2 was chosen as a neural net-
work method.

Both methods are compared on the same dataset (6,000
CXR images in the train set and 2,875 CXR images in
the test set).

The mean absolute error (MAE) was calculated as a
metric for the analysis.

D. Conducting experiments and comparing results

MAE for the SVM method was 17.6494.

MAE for the InceptionResNet50V2 was 11.0730.

Undoubtedly, the margin of error is smaller when
using InceptionResNet50V2. Accordingly, the SVM
method did not perform well and cannot be used to
predict "Overall percent of abnormal volume" parameter
from the CXR input image.

The Grad-CAM [18] algorithm to visualize class acti-
vation maps was used to analyze the performance of the
InceptionResNet50V2 neural network.

Examples of correctly predicted CXR images with
their prediction heatmaps are shown in Fig. 10.

A comparison of the neural network prediction and the
radiologist’s annotation showed that prediction heatmaps
are partially cover the sextants marked by the radiologist.
This is the result for only one of the annotated param-
eters, for a combination of a group of parameters the
results can be significantly improved.

Two examples of incorrectly predicted "Overall per-
cent of abnormal volume" with their prediction heatmaps
are shown in Fig. 11.

Both images in Fig. 11 have an "Overall percent of
abnormal volume" parameter equal to 5 %, but the neural
network predicts values of 25 % and 14 % respec-
tively. On the first example the greatest activation of the
heatmap occurred outside the lungs or in the background.
On the second example the greatest activation of the
heatmap revealed the artifact: protective lead apron.

Some possible errors in CXR textual annotations have
also been discovered. For example, the patient with
ID 426 in Fig. 12 obviously has a damaged right lung,
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Figure 10. Examples of correctly predicted images with their predic-
tion heatmaps for "Overall percent of abnormal volume" parameter:
a) patient ID 13676, actual value 14 %, predicted value 14 %;

b) patient ID 2641, actual value 30 %, predicted value 28 %;

c) patient ID 19415, actual value 34 %, predicted value 33 %.

Figure 11. Examples of incorrectly predicted "Overall percent of
abnormal volume" with corresponding prediction heatmaps.

but "Overall percent of abnormal volume" parameter is
set to zero.

Figure 12. The patient’s right lung has been damaged, but "Overall
percent of abnormal volume" parameter is set to zero.

A study of patient ID 426 in the CASE BROWSER [2]
found that the other parameter "Pleural Effusion. %
of hemithorax involved" is equal to 50 %. Also, four
sextants were annotated and have some lesions: Upper,
Middle, Lower Right and Lower Left Sextants. The right
lung is particularly badly damaged.

At least 44 such images with markup inconsistencies
were found. It is necessary to exclude them from the
training samples.

Simple consistency checks between different CXR an-
notation markup parameters should be developed for
future research. It is necessary to pay attention not only
to the images, but also to the various textual descriptions
provided.

As a result, it was concluded that the high MAE value
is due to the following reasons:

« background noise (outside the lungs) that requires

mask cropping to remove it;

o the presence of artifacts in the lungs that requires
more data to train the neural network to correctly
distinguish these artifacts;

« some errors in CXR image annotations that should
be excluded from the dataset.

VII. Discussion of the application of semantic
technologies in the context of the tasks considered in
this paper

In 1982, Japanese scientists developed a program for
the fifth generation of electronic computing machines.
Despite the fact that more than 42 years have passed,
the fifth generation computers have not been fully re-
alized. The main difficulty in creating fifth-generation
computers or future computers is to create a machine
with artificial intelligence (AI) that will be able to draw
logical conclusions from the facts presented.

To interact with a fifth-generation computer, a person
(user) will not need to develop software for the machine
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to solve the task at hand. In addition, fifth generation
computers will solve the problem of data formalization
in the interaction between computer and computer and
human and computer. Commands for the machine can be
formulated in ordinary spoken language without knowl-
edge of formal programming languages as well as input
and output data formats.

Thus, fifth-generation computers are intelligent seman-
tic systems with extremely high interoperability. Interop-
erability is the ability of a product or system, whose
interfaces are completely open, to interact and function
with other products or systems without any access or
implementation restrictions.

Although fifth generation computers have not yet been
realized, active work is being done to remove the barriers
between humans and computers, and between computers
and computers.

One of the directions for the development of in-
teroperable intelligent computer systems is automatic
data transformation between different modalities: image
to text, text to image, speech to text, text to speech,
image to speech, speech to image, image to music, 3D
reconstruction of an object from a set of images, CT
scan to X-ray image, satellite image to geographical map,
geographical map to satellite image and other modality
transformations [19], [20].

This research project is developing an intelligent se-
mantic system that converts a textual description into an
image, namely the textual markup of a radiologist into a
heatmap of lesion foci in the corresponding CXR medical
image.

A neural network trained to solve such a problem will
be a decision support system for population screening.
The trained neural network model will produce a textual
description of lung lesions based on the patient’s chest
radiograph, as well as a heatmap corresponding to these
lesions in the form of a graphical representation Fig. 13.

Heatmap
description

Unlabeled
chest x-ray

Tramed model

Text
description

Figure 13. Operation schematic of the CXR-based decision support
system under development.

The problem of generating a heatmap from a textual
description and the subsequent problem of generating a
heatmap and corresponding textual description from an
input CXR image is one of the challenges of semantic
image segmentation.

Semantic image segmentation is the task of dividing
parts of an image into subgroups of pixels belonging to
corresponding objects, with subsequent classification of
these objects. Unlike classification and object detection

tasks, the task of semantic segmentation is more complex
both in terms of solution methods and computational
resources [21].

Analyzing the literature to identify different semantic
methods for medical image processing revealed the fol-
lowing approaches:

e probabilistic latent semantic analysis (PLSA),
which, in conjunction with neural network, is able
to mining the hidden semantics of an image [22];

o implementation of Semantic Similarity Graph Em-
bedding (SSGE) framework, which explicitly ex-
plores the semantic similarities among images [23];

o investigation and development of the concept of
a personal intellectual assistant (secretary, refer-
ent) [24].

Unfortunately, this paper does not apply the found
semantic methods to medical image processing. However,
the application of such semantic techniques in the context
of the tasks considered in this paper is very relevant in
future investigations.

As correctly noted in [25], "Currently, decision sup-
port systems in radiation mammology focus on the
detection and classification of neoplasms, despite the
fact that the real work of a radiologist does not imply
a diagnosing. Computer vision systems use a black box
model and do not explain the results of work, which is
unacceptable in medicine".

This study also focuses on a deeper evaluation of
the behavior of such a "black box" (neural network
model) by studying the activation heatmaps on different
convolutional layers of the neural network, which are
obtained using the Gradient-weighted Class Activation
Mapping (Grad-CAM) method [18]. The investigation
of heatmaps on different convolutional layers provides
a better understanding of the decision-making logic of
the neural network based on the input data.

Fig. 5 shows the result of the semantic analysis of
lesion names. As shown in Fig. 5, there are four classes
of lesions: "Cavity", "Density", "Nodule" and "Collapse".
Meanwhile, the two classes "Density" and "Nodule" have
meaning overlap in the three lesion names. In the future,
semantic analysis methods will be applied to better
understand the disease asymmetry of different lung lobes
(see Tab. II).

After the
screening is

decision support system for population
completed, it is planned to be imple-
mented into the already existing software "Al-based
software for computer-assisted diagnosis of lung dis-
eases using chest X-Ray and CT images" (LungExpert,
https://lungs.org.by).

VIII. Conclusions

In this article, text annotations to CXR images were
analyzed. At this stage of the project, the main efforts of
the authors were focused on the formation of databases
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for further research. A catalogue tree with new datasets
is described and constantly developing.

Two main tasks based on radiologists’ textual anno-
tations were planned and the corresponding pipeline for
the neural networks training was described: pulmonary
disease study using sextants and the pulmonary disease
study using overall characteristics.

The task of predicting the parameter "Overall percent
of abnormal volume" showed that it is necessary to
develop additional simple consistency checks between
different CXR textual annotations. Also using lung masks
is a good idea to improve the quality of neural networks.

Further research is planned to create neural network
attention heatmaps based on the textual descriptions of
radiologists.
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OBPABOTKA PEHTTEHOBCKUX
N30BPAKEHUI I'PYIHOM KJIETKU HA
OCHOBE TEKCTOBBIX AHHOTAIINI
PAJINOJIOTOB

Kocapea A. A., [TaBnenko [I. A.,Cuexko 3. B.

Ipoanamusuposano Gonee 11 000 pEeHTrEeHOBCKUX CHHUMKOB
TPYJHOI KJIETKH M COOTBETCTBYIOIMX UM TEKCTOBBIX aHHOTA-
LU, a TakXke INPOBEACHH IIePBble IWJIOTHBIE HCCIIE0BAHUS
no 00paboTKe U300paKEHMiT C y4eTOM TEKCTOBBIX aHHOTALIUI
CIIeIMAJIICTOB-PEHTTeHONIOroB. Pa3paboTan koHBeitep 06paboT-
KM n300paxeHuil A 6a3bl JaHHBIX W HelpoHHOi cetw. [Ipo-
BEJIEHO IPOTrHO3MpoBaHMe MapaMerpa «OOMmMil MPOIEHT aHo-
MaJbHOrO 00beMa», AJIs1 KOTOPOTO CpeaHsist aGCOMOTHAsI OMIMOKa
cocraBwia 11,073 npu ucnosnb30BaHUM HEHPOCETEBOH MoAeU
InceptionResNet50V2.
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