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Annotation. When applying the diagnosis of lung diseases in the Internet of Things networks,
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the Grand-Cam model can be used to provide assistance to doctors by imaging lungs and diagnosing
discascs. By crcating heatmaps of attention. Cad-Cam can visualizc arcas in an image. Doctors can obsene
heat maps to make decisions about the discasc and ensure that the model focuses on arcas rclated (o
specific lung discases. increasing the accuracy and reliability of diagnosis.

Keywords: Cad-Cam. solution modcl. heat map of attention. diagnosis of lung discascs.

Introduction. Grad-Cam is a technique for interpretable deep learning model decisions that can be applied

in areas such as computer vision and natural language processing [1]. These techniques can help us
understand the model's focus on the input and the basis for its decision-making, rather than just treating the
deep learning model as a black box. In the application of diagnosing lung diseases in [oT networks, Grad-
Cam can be used to provide interpretability of model decisions, helping doctors and researchers understand
the model's focus on lung images and the basis for disease diagnosis. By generating attention heatmaps,
Grad-Cam can visualize the model's areas of attention in an image, thereby revealing how much the model
pays attention to different areas in the image. Specifically, when applying Grad-Cam to the diagnosis of
lung diseases, you first need to train a deep learning model that can classify or locate diseases based on
lung images. Grad-Cam technology is then used to generate a heat map that shows the model's areas of
interest in the lung image. These areas of concern may provide doctors with important clues in diagnosing
lung disease [2]. By observing the resulting heatmaps, physicians can better understand the model's
decision-making process and verify that the model is focusing on areas associated with specific lung
diseases. This can help doctors verify the reliability and accuracy of the model and provide additional
support and evidence to make more accurate diagnoses.

Principle of Grad-Cam. Grad-Cam computes the gradient of the predicted class score relative to the
activations in the last convolutional layer [3]. These gradients represent the importance of each activation
map for predicting a specific class. The general process is shown in the figure. This method does not
change the two-point structure of the model and does not require retraining the model. It only needs to
obtain the gradient of the last stage and back-transmit it.

In order to obtain the category discriminant map Grad-Cam, it is recorded as the class positioning
map LS, a_cam € RV with height h, width w, and category c. First, use y¢ (logits before softmax) to
calculate the gradient of class ¢, and define the activation value of the feature map as A*[4]. The gradients
of these backflows are globally average pooled over the width and height dimensions (indexed by i and
j respectively) to obtain neuron importance weights a;

ol 1 ay*
a = 3 Z:Z;m
(1)

Among them, Z represents the number of pixels of the feature map, and Aij represents the (pixel
value of i, position) of the k-th feature map.
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Figure 1 — Grad-Cam calculation structure diagram

While calculating aj., the gradients are backpropagated with respect to the activations. The exact
calculation equals the successive matrix products of the weight matrix and the gradient with respect to the
activation function until the final convolutional layer to which the gradients are propagated. Therefore, this
weight aj, represents a partial linearization of the deep network downstream of A and captures the
“importance” of feature map k for target category ¢ [5]. Calculate the product of the weight matrix and
gradient of the activation function, and finally perform a weighted sum and output it after activation
through ReLU:

L‘G.rad—CAM = ReLU(Xy affAk)
(2)

It is worth noting that the rough heat map output after weighting here is consistent with the feature
size of the selected convolution layer, and then the heat map is obtained through the ReLU operation. The
purpose 1s to only consider pixels that have a positive impact on category ¢.

Breath sound feature optimization based on Grad-Cam. The model in this article uses the Mel
spectrogram features of breath sounds as network input [6]. The extraction process includes: input audio
data in wav format, resample the audio at 16kHz frequency, set the window function to Haining window,
window length 25ms, step size 10ms, perform short-time Fourier transform on the audio to obtain the
spectrogram, use 64-order The Mel filter group calculates the Mel spectrum on the spectrogram obtained in
the previous step, calculates log{mel-spectrum-+0.01) to obtain a stable Mel spectrum, and frames the frame
for 0.96s per second, in which the frames are not stacked, each frame contains 64 Mel bands, and each
second contains a total of 96 frames. The model in this article uses the Mel spectrogram features of breath
sounds as network input. Figure 2 shows an example of a breath sound Mel spectrum.

Figure 2 Breathing sound Mel spectrum sample
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The features used in the basic model of this article were selected in the frequency range of 100-
2000Hz. After preliminary experiments, when Grad-Cam was used to analyze the samples classified by the
basic model, significant low-heat areas were found in the high-frequency areas of their spectra. As shown
in Figure 3, the high-heat area in the figure represents the part that is more important to the classification
moedel, and the low-heat area represents the part that is relatively unimportant for target prediction and
classification.

— I

Figure 3 —Grad-Cam analyzes raw samples

The model's focus on the input image is mainly concentrated in the lower half of the input image,
indicating that some areas within the audio high-frequency range cannot provide good features for the
model's classification judgment [7]. Further analysis reveals that many samples have blank areas,
especially in the frequency range 1500-2000Hz. This may have an adverse effect on the network
performance of this article. In order to optimize the model effect, this article selectively cuts blank lines
trom the high-frequency areas of these spectra. The purpose of this is to ensure that the network focuses on
the area of interest and reduces interference in irrelevant areas, thereby improving model performance [8].
This article chooses to cut out the area above the audio Mel frequency of 1500Hz. After pruning out the
high-tfrequency regions, the network starts paying more attention to the lower half of the spectrogram, as
shown in Figure 4.

-

Figure 4 —Grad-Cam analyzes optimized samples

Conclusion. GRAD COM helps explain why the deep learning model focuses on breathing sounds
and lung images and is the basis for disease diagnosis. The generated heat map of attention shows how
much the model pays attention to different regions, thus providing detailed information about the disease.
This visualization method helps to verify the reliability and accuracy of the model and increases the
reliability of the diagnosis. By observing the heat map, the doctor can better make a decision and check
whether the model focuses on areas related to the sound of breathing and lung diseases.
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MOAENb BU3YANM3ALUMM GRAD-CAM AN1A AWATHOCTMKWU 3ABOSIEBAHUMA
JIEFKUX
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Benopyccrkmit rocy4apCTBEHHEINT YHUBEDCUTET MHPOPMATURHU 1 PAJHOITEKTDOHUKH,
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Hayursid pyxosogurens: BuitiHakos B.A. — JOKTOD TeXHUHECKIX HAyK, Apogeccop xagheapst MKT

AHHoTauma. MNpu npuMeHeHUN AWArHOCTUKKM 3a6oneBaHU Nerkux B ceTaxX WHTepHeTa
sewen moglenb Grad-Cam MOXET WCNOfb30BaThCa ANS 00eCneueHWs nNoMowy Bpadam MnyTem
n306paXkeHnaX Nerkux W AWMarHOCTUKK 3atonesanwil. Co3aaBasi TEMAOBble KapTbl BHUMAHUSA,
Grad-Cam MOXeT BuU3yanusupoBaTb 00NAacTM Ha w3obpaxeHun. Bpaun MoryT HabnioaaTb 3a
TEMAOBbIMA KapTaMK, 4YTOObI MPUHATL pelleHnid O 3aBonesaHum u y6eauTbCd, YTO MOAS/b
thokycupyeTcs Ha 0BnacTaxX, CBA3AHHBLIX C KOHKPETHbIMU 33a00NEBaHUSIMU JIETKUX, MOBLILIAS
TOYHOCTE U AOCTOBEPHOCTE AUArHOCTUKMN.

KnwoueBble cnoBa: Grad-Cam, Mogenb pelieHns, Tennosas KapTa BHUMaHWA,
AWArHOCTUKA 3300NeBaHWI NErKuX.



