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Oxonuuna TawikeHmcKull yHUgepcumem uH@OOPMayuonHslx mexnoaoeutl. O6nacmy HAYUHbIX UHMEPecos
C6A3aHA ¢ paspabomKoi Memooos U aneopumMos NOCMPOCHUs UHPOPMAYUOHHO-KOMNBIOMEPHBIX CUCTEM,
06pabomxkoli Mmeduapecypcos: 8udeo, ayouo, opeanu3ayuell yueOHo20 U HAYYHO-UCCIe008AMENbCKO20 NPOYECCO8 8
MEXHUYECKOM YHUBEpcUumene.

Annoranust. The article is devoted to the study of methods for processing objects in a video stream using big
data technologies. With the rapid growth of video data volumes and the need for operational analysis, traditional
processing methods are becoming insufficient to effectively work with such information arrays. Approaches involving
the use of distributed computing, machine learning algorithms, and real-time analytics to extract meaningful
information from a video stream are considered. Special attention is paid to the issues of data collection, storage and
processing, as well as the problems that arise when integrating big data technologies into video surveillance systems.
The article discusses both technical and practical aspects, including the possibilities of using these technologies in
various fields such as security, smart cities, and behavior monitoring. The results of the study may be useful for video
surveillance system developers, data analysts, and researchers in the field of artificial intelligence.

Kawuesnie cioBa: big data, advanced analytics, video analytics.

Introduction. Modern video surveillance and video data processing technologies are
rapidly developing, providing new opportunities for analyzing large amounts of information. One
of such promising areas is the processing of objects in a video stream using big data analysis
methods. Video streams are a series of images that can contain important information about the
movement, behavior, and interaction of objects in various fields, from security and monitoring to
medicine and commerce.

Video stream processing requires high-performance computing and efficient algorithms to
extract and interpret data in real time. At the same time, as the amount of data generated by various
video cameras increases, traditional processing methods become insufficient for adequate
processing and analysis of such data. In this regard, the use of big Data technologies such as
distributed computing, machine learning and real-time analytics opens up new horizons in the field
of video stream processing.

The current stage of development of information and computing systems is characterized
by the widespread introduction of multimedia technologies, and therefore there is a need to develop
methods and algorithms for compressing digital video images and video streams based on
processing groups of images with information redundancy. The ever-increasing computational
complexity of video sequence processing algorithms and high data storage costs require significant
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computing resources. Video compression not only makes it possible to use digital video in a
transmission medium that does not support the original (uncompressed) video images, but also
increases the efficiency of using high-speed communication channels for transmitting high-
resolution video streams, including simultaneous transmission of multiple streams of high-quality
video data[1-3].

Many other prominent scientists and specialists have also made a significant contribution
to the theory of video data compression.

Existing video data processing systems use lossy compression methods due to the
transmission of reference (I-frames) compressed by spatial coordinates, as well as reference (P-
and B-frames) compressed by spatial-temporal coordinates, the number of which determines the
degree of compression of the video sequence. At the same time, the peculiarities of the perception
of this type of data by a person are taken into account. To date, the problem of eliminating the
redundancy of reference frames has been solved to a certain extent, whereas this problem is
relevant for reference frames [4-6].

The basis for encoding reference frames is the construction of motion vectors of individual
pixels or groups of them. Also, the efficiency of algorithms for eliminating time redundancy is
improved by increasing the efficiency of encoding algorithms by transformation and interpolation.
This dissertation work is devoted to these problems.

The aim of the article is to improve existing and create new methods for eliminating
information redundancy of video sequences, characterized by reduced computational costs with
high compression ratio and quality of the restored video sequence.

Methodology

Definition of requirements

Based on the formulated goal and the conducted analytical review, it is possible to
determine the requirements for the object search system being developed in the video stream.
These requirements can be divided into two groups: basic (functional) and additional (structural).
The main requirements can be attributed to the search technology and algorithms of the system,
and additional requirements can be attributed to the structure of the system [7].

The main requirements for the object search system in the video stream are formulated
based on the results of an analytical review and the needs of practical use:

1 The algorithm of the system should be based on the search for key points of the object.

2 The computational complexity of the search method should be minimally achievable for
use in solving real-time problems.

3 The algorithm of the system should not contain a step of preliminary training.

4 The system should allow you to control the way the result is processed: save the result as
text information, as a set of images with a selected found object, or display a set of frames with
selected objects on the screen.

Based on the requirements of the video stream processing speed and ease of
implementation, the structural requirements can be reduced to the following: the system structure
model should be with a minimum number of static links. It follows from this that the desired
system structure should be static and networked.

Functional model

According to the formulated requirements, the algorithm of the system should be based on
the search for key points. It follows from the review of the technical literature that the methods of
searching for key points have the following features that must be taken into account when using:

1 The key point may not be part of the image of only one object, it may also occur in images
of other objects, since the key point is a local area in the image of a relatively small size and may
have "similar" duplicates in the image due to low information content.

2 The key points may not be located on the entire area of the object image, but only in some
areas, i.e. it is impossible to judge the location of the entire object image by the found key points,
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therefore determining the location of the object position in the image based only on the positions
of the key points is incorrect.

The presence of local features does not guarantee reliable identification due to the
possibility of repetition of features on other objects and the possibility of distortion. In this regard,
in order to increase the reliability of identification, it is necessary to expand the vector of local
features with one of the global ones that allows identifying an object. The color histogram should
be distinguished from the global features, since the color histogram is calculated quickly and does
not depend on the rotation and scale of the image [8].

The model of representation of an object image in the form of a set of integral and local
features of an object image is proposed:
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where F(x,y) - rectangular matrix of pixel intensity values, K™ — vector of key points of
the image of an object of dimension m, H™®/ — color histogram of an object image consisting of
n elements.

To improve performance, it is proposed to perform the following actions before starting
the analysis of the video stream:

1 Create a set of images with projective distortions of the sample.

2 Find key points on each created image.

3 Calculate the descriptors of each key point.

The described steps for calculating key point descriptors on pre-projectively distorted
sample images allow using algorithms to search for and describe key points that are unstable to
projective transformations [9].

Thus, the general scheme of the search algorithm can be presented in the form of two
stages [1]:

1 Quick search of candidate areas with an object image using key points.

2 Identification of an object in an image based on a global feature — a color histogram.

Based on this scheme, the formulated requirements for the system and the proposed method
for calculating descriptors on projectively distorted images of the sample, it is possible to
determine the set of functions that the system should have, to carry out functional design. The
functional model is described based on the IDEFO notation [10].

Realization of the concept

Top-level diagram

When considering the system from the point of view of the top - level function, the
following provisions are highlighted (see Figure 1):

— the basic function of the system is to find an object in the video stream;

— the input streams of the system are the image of the object and the video stream;

— the mechanism by which the system functions is the program;

— the output data is a set of images of an object in a video stream.

Similarity criteria

Object image A zet of_obj ect images
on the video stream

§} Find an cbject on the video stream h
i& A0
Video stream
Program

Figure 1. Top-level context diagram
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First level diagram

As a result of the primary decomposition of the top-level diagram A-0, the diagram AO is
obtained (see Figure 2).

The decomposition of the top - level function of the system reveals the following main
functions:

the function of calculating the vector of descriptors from a multidimensional matrix of
projectively distorted images of an object (Al);

— the function of calculating the histogram of the object image (A2);

— the function of extracting a frame from a video stream (A3);

— function for calculating the vector of key points of a video stream frame (A4);

— the function of finding the areas of applicants of the object on the frame (A5);

— the function of identifying an object in the found areas of applicants based on the
calculation of color histograms (A6).

Diagram A0 highlights the main information flows:

1 A stream containing an image of the desired object.

2 Video stream. This stream includes a set of frames on which the object is searched.

The identification function for the selected areas of the frame contains the area with the
closest match of the histogram of the image of the desired object.

Second-level charts

The function of calculating the vector of descriptors of the multidimensional matrix of
images of object Al is decomposed into stages (see Figure 3), the mechanism of which is the
program:

1 Converting the image to grayscale (Al11). The control is carried out by the formula for
converting the image into a halftone.

2 Generation of scale changes (A12) according to the control — scale parameters. At this
stage, a vector of scaled images of the object is created.

Figure 2. Context diagram of the first level

3 Generation of camera tilt changes (A13) according to the tilt parameters. This stage
creates an image matrix from a vector of scaled images by changing the camera tilt [10].

4 Generating a change in the rotation of the object according to the rotation parameters
(Al4). This stage creates a three-dimensional array of images from a matrix of scaled images by
changing the angle of rotation of the object image. The output of the function is a three-
dimensional matrix of images of the object.

5 Finding the coordinates of the key points of the object image (A15). The key point is
described by the coordinates of the image regions and the descriptor. At this step, the coordinates
of the unique key points are found. The output of the function is a coordinate vector with the radius
of the circles of the key points.

6 Calculation of key point descriptors (A16) on a three-dimensional matrix of object
images. The key point descriptor is a vector of parameters calculated on the image in the area of
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the key point. The key point is described by the coordinates of the center and the radius of the
circle. The control is carried out by the coordinate vector of the center and the radius of the circles

-
o —t e
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Figure 3. Diagram of the function for calculating the vector of object image descriptors (Al)

Discussion of results. Just as for the (4), ordering the values produced Cth feature The
described steps All, Al12, Al13, Al4, A15 and Al6 are the steps of the method for calculating
descriptors on projectively distorted images of the sample.

The result of the decomposition of the frame extraction function from the A3 video stream
is shown in Figure 4. During the execution of the function, the video stream goes through the
following stages:

1 Demultiplication. This step is necessary to extract the encoded video signal from the
container (A 31).

2 Decoding. The stage is necessary to represent the encoded video signal into a set of
images that are convenient for processing in the object search function in the video stream (A32)
[12].

3 Frame selection. At this stage, according to the frame parameters, a frame is extracted
from the decoded video stream.

2y
il

Figure 4. Diagram of the image extraction function from the video stream (A3)

The function of calculating the vector of key points of the A4 frame is decomposed into
the following stages (see Figure 5):

1 Conversion to halftone (A41);

2 Finding the coordinates of the key points of the frame (A42);

3 Calculation of descriptors in the found frame coordinates (A43).

The coordinate vector of the key points is needed to calculate the descriptors (A43). The
output of the function is a vector of key points with information about the frame number,
coordinates and descriptor for each key point.
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Figure 5. Diagram of the function for calculating the vector of key points of the frame (A4)

The function of finding the candidate areas of the object on the frame (A5) is decomposed
into components (see Figure 6):

1 Finding common key points (A51). The input receives a vector of key points of the frame.
The control is carried out by the vector of object descriptors. Using the proximity measure, the key
points are determined, the descriptors of which are considered the same as the descriptors of the
object image, i.e. the images of the areas indicated by the key points are considered "similar". If a
non-empty set is obtained after the intersection, common key points and information about the
frame number are output [11].

2 Frame skipping (A52). According to the information about the frame number, a decision
Is made to skip the input frame of the video stream for further processing.

3 Getting the applicant areas (A53). The input vector of the coordinates of the key points
of the frame is combined according to the size of the window in the areas that are fed to the output
of the function.

The central functions of the system are the functions of finding the key points of the object
image (A15) and frame (A42), calculating the descriptors of the key points of the object image
(Al16) and frame (A43), finding common key points by descriptors (A51) and identifying the frame
for the presence of an object image (A6). The quality and speed of object detection in the video
stream depends on the result of performing these functions. Further, algorithms for finding key
points together with the calculation of descriptors, algorithms for finding the intersection of
descriptors and algorithms for identifying the image of an object in the frame area by calculating
the histogram are considered in more detail.

Figure 6. Diagram of the function of finding the areas of the object's applicants on the frame
(A5)
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The practical value of the results

1 The proposed method, as shown by the results of the study of its effectiveness, provides
good quality of the restored video sequence with a higher value of the compression ratio compared
to existing methods.

2 The developed fast algorithms of multidimensional Hartley transformations and PREP
allowed to reduce the amount of computational costs.

3 Software and algorithmic tools have been developed that implement the proposed codec
model, provide encoding and decoding of video files with the possibility of changing encoding
parameters, as well as illustrating the process of codec functioning in the form of intermediate
results of its operation in combination with a user-friendly interface.

Security systems based on the use of video technologies are widely used in various spheres
of human activity. The development and use of production technology management systems,
security

Modern video stream processing methods using big data technologies open up new
possibilities for analyzing and interpreting information extracted from video images. However, the
use of such technologies is associated with a number of both technical and practical challenges
that must be considered for the successful implementation of effective video processing systems.

One of the main advantages of using big data is the ability to work with huge amounts of
video data that can come in real time from multiple cameras. In traditional video surveillance
systems, processing such volumes of information would become impossible without the use of
distributed computing, such as cloud computing and the use of cluster systems. This allows you to
efficiently distribute the load across multiple nodes, reducing processing time and ensuring system
scalability.

In addition, the use of machine learning and deep learning techniques significantly
improves the accuracy and speed of extracting meaningful information from a video stream. For
example, algorithms for object recognition, motion analysis, and behavior prediction can work in
real time, automatically classifying and tracking objects, which significantly improves the
efficiency of video surveillance. This is especially true in areas such as security and monitoring of
public places, where high accuracy and speed of data processing are required.

However, despite the obvious advantages, the use of big data technologies in video stream
processing faces several challenges. One of them is the high demands on computing power and
data storage. Real-time video processing requires significant resources, which can be difficult if
there are limitations on computing power or a limited budget. For such systems to work effectively,
it is also necessary to ensure a high level of algorithm optimization, which becomes even more
difficult when it comes to dynamic and diverse video streams.

Another challenge is ensuring confidentiality and data security. When using video
surveillance, it is necessary to take into account the risks of data leaks and ensure the protection
of personal information. Therefore, in addition to technical solutions, it is necessary to pay
attention to the legal and ethical aspects related to the use of video surveillance and big data
analysis. Data storage and processing issues should be regulated accordingly in order to avoid
violating user privacy.

The issue of data accuracy and quality is also important. Video streams can be subject to
various interferences, such as changes in illumination, noise, object blocking, or distortion, making
it difficult to accurately extract information. This poses the challenge for researchers to develop
more resilient and adaptive algorithms that can work with incorrect or incomplete data.

In addition, it is important to note that the use of big data technologies in video stream
processing opens up broad prospects for various industries. For example, within the framework of
smart cities, such systems can be used to monitor traffic, analyze human flows, as well as to
prevent offenses and optimize the operation of urban infrastructures. In the medical field, such
technologies can be used to analyze video from medical devices or in the field of telemedicine to
monitor the condition of patients.
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In general, despite the existing challenges, the integration of big data technologies into
video stream processing has enormous potential and opens up new opportunities for creating
efficient and intelligent real-time data monitoring and analysis systems.

Conclusion. Processing objects in a video stream using big data technologies is a
promising and highly efficient field that continues to evolve taking into account modern
requirements for speed and accuracy of analysis. As a result of the integration of machine learning
methods, distributed computing and real-time analytics, it becomes possible to efficiently extract
meaningful information from huge amounts of video data, which significantly expands the
possibilities of using such systems in various fields such as security, monitoring, smart cities and
medicine.

However, despite the clear advantages, the technology faces a number of challenges. High
demands on computing power, difficulties in ensuring data confidentiality, as well as problems
with the quality of the video stream require the development of new approaches and algorithms to
increase the stability and accuracy of processing. These challenges highlight the need for further
research and improvement of existing technologies.

Given the rapid growth of video data volumes and the need for its operational processing,
the future of processing video streams using big data looks promising. This opens up new horizons
for the development of intelligent systems capable of not only efficiently analyzing data, but also
predicting events, increasing security and improving the quality of life in various fields.

In conclusion, it can be argued that the use of big data technologies for video stream
processing has significant potential, which requires further efforts to optimize and adapt to specific tasks
and conditions.
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ABTOpPCKHH BKJIaJ
Beknazaposa Cauga CadudymnaeBHa — wucciaemoBanus 1o BHeapenumio Big Data  and
Advanced Analytics B obpa3oBaTenbHBIH IpoIieCC.

25



Oounnadyamas mexcoynapooHas nayuno-npaxmuyeckas kongepenyus BIG DATA and Advanced Analytics,
Munck, Pecnyonuxa Benapycs, 23-24 anpens 2025 200

OBPABOTKA OFBEKTA B BUJIEOIIOTOKE C HCIIOJIb30OBAHUEM
BOJIbIIUX JAHHBIX

C.C. beknazaposa
IIpogeccop kageoput
menesu3uoOHHbIE U
meouamexnonocuu TYUT um.
M. Xopasmutl, doxmop
MexXHUYecKux Hayk, npogeccop

AnHoTauus. CTaThs MOCBANIEHA U3YYCHHIO METOJIOB 00pabOTKH 0OBEKTOB B BUJIEOTIOTOKE C TIPUMEHEHHUEM
TEXHOJIOTHI OOJBIINX JAHHBIX. B yCIOBHIX CTPEMUTEIBHOTO pocTa 00bEMOB BHUJICOIAHHBIX U HEOOXOAMMOCTH HX
OMEPaTUBHOIO aHANU3a, TPAIUIMOHHBIC CIIOCOOBI OOPAOOTKH CTAaHOBATCS HEJOCTATOYHBIMU M 3(deKTuBHOM
paboThl ¢ TakuMU MaccuBamu uH(opMmanuu. PaccMarpuBalOTCS TOAXOAbBI, BKJIIOYAMOLIME HCIOIb30BAHUE
pachpesielieHHbIX BBIYMCICHHUI, aJITOPUTMOB MAIMHHOIO OOYYEHHS U AHAIUTHKUA B pPEATbHOM BPEMEHH IS
W3BJICUCHUS 3HAYMMON HH(pOpMAIMK U3 BUACONOToKa. Oco00e BHUMAaHKE YACISICTCS BOIpPOcaM cOopa, XpaHCHHS U
00pabOTKU aHHBIX, & TAKXKE Mpo0IeMaM, BO3HHKAIONIUM IPY UHTETPALUH TEXHOJIOTHIA OOJBIINX TaHHBIX B CUCTEMBI
BU/IcOHAOMIOIeHUsl. B crarbe paccMarpuBarOTCs KakK TEXHMYECKHE, TaK M HPAKTHYSCKUE ACIEKThI, BKIFOYas
BO3MOXKHOCTHU MPUMEHEHUsI JaHHBIX TEXHOJIOTHI B Pa3IMYHBIX 00JIACTSX, TAKUX KakK 0e30MacHOCTh, YMHbIC TOpOIa U
MOHUTOPHHI TIOBEICHUS. Pe3ynbTaThl HCCIICNOBAHUS MOTYT OBITh TOJIC3HBI JUIs Pa3pabOTYMKOB CHUCTEM
BU/ICOHAOIO/ICHHUS], CHCHMATUCTOB [0 aHAJMTUKE [AHHBIX M HCCJIeJoBaTeneil B 00JACTH HMCKYCCTBEHHOTO
WHTEJUICKTA.

KuaroueBbie cjioBa: OoJbIlve TaHHBIC, IPOJABUHYTAS aHAUTHKA, BUICOAHATUTHKA.
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