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Abstract. In today’s digital economy, e-commerce companies face increasing pressure to remain agile and
competitive in a rapidly evolving marketplace. The explosion of data from online transactions, customer interactions,
and external sources has opened new opportunities for data-driven decision-making. This paper explores how
companies can leverage big data, advanced analytics, and machine learning - particularly deep learning techniques
such as transformer-based architectures - to optimize pricing, discounting, and demand forecasting strategies. By
analyzing historical sales data alongside customer behavior, competitor pricing, and seasonal trends, businesses can
implement dynamic and personalized pricing strategies that enhance profitability, improve customer satisfaction, and
streamline operations. The paper also highlights the technical foundations of modern demand forecasting models, best
practices for model training and evaluation, and the real-world challenges businesses face in implementing these
solutions. Ultimately, the integration of Al and big data technologies represents a powerful shift in how strategic
business and production decisions are made in the e-commerce sector.
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Introduction. In the era of digital transformation, businesses are generating an
unprecedented volume of data daily. This surge is fueled by the wide spreading of 10T devices,
the explosion of social media interactions, and the ever-increasing number of online transactions.
From sales transactions and customer interactions to supply chain operations and market trends,
data has become a valuable asset for companies seeking to optimize decision-making. The ability
to extract actionable insights from historical data enables firms to improve operational efficiency,
enhance customer experience, maximize profitability, and gain a significant competitive edge.
This data can be monetized, used for product development, and provides deep insights into
customer behavior, all of which are crucial for strategic planning.

One of the key areas where big data and machine learning play a crucial role is in pricing
and discounting strategies for e-commerce companies [1]. This area is central to revenue
management and overall business strategy. By leveraging historical sales, prices, discount levels
data, specific product attributes, and external factors, businesses can make data-driven pricing
decisions that balance profitability and growth and succeed in delivering their promises to
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shareholders while remaining competitive [2]. Effective pricing strategies are essential for
maximizing revenue, optimizing inventory, and responding to market dynamics.

The role of big data in pricing and discounting decisions. Traditionally, pricing decisions
were based on simple cost-plus models or competitor benchmarking. However, with the advent of
big data and machine learning, companies can now implement dynamic pricing strategies that
adapt to market conditions in real time [3].

Historical sales data is one of the most valuable assets for pricing optimization. It provides
a rich source of insights that help businesses understand demand patterns, customer behavior, and
price sensitivity over time. Companies use data-driven pricing strategies to maximize profitability
while maintaining competitiveness. Below, we explore the key components of leveraging
historical sales data for pricing optimization.

Key data sources for pricing optimization. To optimize pricing decisions, companies
gather and analyze various types of historical data:

Table 1. Data types

Data type Description and use case

Transactional Data | Past sales volumes, including date, time, price and discount applied, and
quantity sold. Used to track demand fluctuations and measure price
elasticity.

Customer Data Purchase history, segmentation, and price sensitivity. Helps in
personalized pricing and targeted discounts.

Competitive Market prices from competitors, collected via web scraping or third-party
Pricing Data data providers. Enables dynamic pricing adjustments, helps the
companies stay competitive at strategically important positions.

Promotional Data | Historical impact of discounts and special offers. Helps in assessing
promotion campaigns’ effectiveness.

Seasonality & Data on holidays, weather patterns, and economic conditions affecting
External Factors demand. Used for forecasting price-sensitive time periods.

Demand prediction and price elasticity. One of the fundamental principles of pricing
optimization is price elasticity, which measures how demand for a product changes in response to
price adjustments.

1 Elastic demand: A small price decrease leads to a significant increase in sales volume.
Common in price-sensitive markets (e.g., consumer electronics, fast fashion). Example: If the price
of a popular brand of headphones decreases by 10%, sales might increase by 30%.

2 Inelastic demand: Price changes have little effect on sales volume. Common for premium
brands or necessity goods (e.g., prescription drugs, luxury items). Example: Even if the price of a
life-saving medication increases, demand will likely remain stable.

Techniques Used:

1 Regression Analysis — Models how changes in price affect sales volume. Example: Linear
regression can be used to create a model that predicts sales based on price changes, while multiple
regression can incorporate other factors like advertising spend.

2 A/B Testing — To test different pricing strategies, companies conduct A/B tests to
measure the impact of price changes on sales and customer behavior. By splitting customers into
two groups and offering different prices, businesses can analyze which pricing strategy yields
higher conversions and revenue. For instance, subscription-based services like Netflix and Spotify
experiment with different pricing tiers to determine the optimal balance between customer
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acquisition and retention. Another approach involves segmenting similar products, also known as
substitute goods, into distinct groups and applying tailored pricing strategies to each segment (if
the local legislation does not allow price discrimination).

3 Demand Forecasting Models using statistical times series forecasting — Uses historical data
to predict future responses to pricing changes. Example: Using ARIMA or other time-series
models to forecast demand based on past sales and seasonal trends.

The utilization of deep neural networks, particularly transformer-based architectures,
represents a significant leap forward in demand forecasting. To understand this powerful
methodology in detail, we will explore it in the following section.

Demand forecasting with deep learning. Demand forecasting is a critical component in
various industries, ranging from retail and e-commerce to manufacturing and logistics. Accurate
predictions enable businesses to optimize inventory management, pricing strategies, and supply
chain efficiency. Traditional statistical models and machine learning techniques have been widely
used for demand forecasting. However, recent advances in deep learning, particularly transformer-
based architectures, have demonstrated superior performance in capturing complex patterns and
dependencies within time-series data.

Why use transformers for demand forecasting? Transformers are a type of deep neural
network architecture originally designed for sequence-to-sequence modeling tasks in natural
language processing [4]. They rely heavily on a mechanism called self-attention, which allows the
model to weigh the importance of different elements in an input sequence when generating an
output sequence. Unlike recurrent architectures, transformers process all elements in a sequence
simultaneously, enabling them to model long-range dependencies more efficiently and without the
limitations of sequential computation. The main idea behind using a transformer-based
architecture for demand forecasting is that demand data forms a time series—and a time series is,
fundamentally, a sequence. This allows us to feed a sequence of past demand values into the model
and train it to output a corresponding sequence of future demand values, not just a single point
forecast but an entire forecast horizon covering a specified time period [5].

Key advantages of using transformers for demand forecasting include:

1 Handling large-scale data: Transformers can process vast amounts of time-series data
across multiple products and markets.

2 Capturing complex dependencies: The self-attention mechanism allows the model to focus
on relevant past information when making predictions.

3 Scalability and efficiency: With parallel processing, transformers can handle high-
dimensional time-series data more efficiently than RNN-based models.

Data preparation for transformer-based forecasting. Before training a transformer model
for demand forecasting, proper data preparation is crucial. The key steps include:

1 Time-Series Aggregation: Demand data is collected at different granularities (daily,
weekly, or monthly) and aggregated accordingly.

2 Feature Engineering: Additional covariates such as price discounts, stock levels, product
attributes, holidays, and weather conditions can enhance predictive accuracy.

3 Handling Missing Data: Techniques such as interpolation or imputation can be used to fill
gaps in historical data.

4Sales to Demand Translation: In cases where stock-outs occur, observed sales may not
reflect actual demand. Estimating lost demand due to stock unavailability is important for accurate
forecasting.

Transformer-based demand forecasting model. A typical transformer-based forecasting
model consists of the following components [6][7]:

1 Encoder-Decoder Architecture: The encoder processes historical demand data, while the
decoder generates future demand predictions. The attention mechanism helps identify important
dependencies across time steps.

408



OO0uHHadyamas MencOyHapoOHas HayuHo-npaxmuieckas kongepenyus BIG DATA and Advanced Analytics,
Munck, Pecnyonuxa Benapycs, 23-24 anpens 2025 200

2 Positional Encoding: Since transformers do not inherently process sequential data,
positional encoding is added to represent time-series order.

3 Multi-Head Attention Mechanism: This mechanism enables the model to attend to multiple
relevant past points in time simultaneously.

Training and optimization. Training a transformer model involves several steps:

1 Loss Function Selection: Mean squared error (MSE) or custom weighted loss functions
tailored to business objectives (e.g., profit maximization) are commonly used.

2 Regularization Techniques: Dropout, layer normalization, and batch normalization help
prevent overfitting.

3 Hyperparameter Tuning: Parameters such as number of attention heads, hidden layers, and
learning rates need to be optimized for the best performance.

4 Retraining Frequency: Regular retraining ensures that the model adapts to shifts in demand
trends and external factors.

Model evaluation. To measure forecasting accuracy, businesses typically use metrics such
as:

1 Root Mean Squared Error (RMSE): Measures the difference between predicted and actual
demand.

2 Mean Absolute Percentage Error (MAPE): Evaluates the percentage deviation of forecasts.

3 Demand Bias: Identifies whether the model consistently overestimates or underestimates
demand.

Applications of transformer-based demand forecasting.

1 Retail and E-commerce: Predicting product demand for dynamic pricing and inventory
management.

2 Supply Chain Optimization: Anticipating material requirements to prevent supply
disruptions.

3 Manufacturing: Forecasting raw material needs to streamline production schedules.

4 Logistics and Transportation: Demand predictions for optimizing fleet management and
delivery planning.

Time-based & seasonal pricing. Historical data often reveals strong seasonal trends that
affect demand. Businesses use these patterns to optimize prices dynamically [8].

Example: A fashion retailer sees a spike in sales of winter coats from October to February
based on past sales data. They optimize pricing by:

1 Maintaining premium prices in October-November when demand is naturally high.

2 Gradually reducing prices in December-January as customers expect post-holiday
discounts.

3 Applying deep discounts in February to clear remaining stock.

Techniques Used:

1 Statistical time-series forecasting (e.g. ARIMA) — Predicts seasonal demand fluctuations.

2 Moving Averages — Identifies cyclical trends in sales.

3 Fourier Transform & Decomposition — Extracts seasonal patterns from noisy sales data.

NLP & sentiment analysis for pricing insights. Companies also use Natural Language
Processing (NLP) to analyze customer sentiment and predict price sensitivity [12][13].

Example: A retailer collects customer reviews and social media mentions to assess perceived
value of products. If negative sentiment increases due to high prices, they adjust pricing
accordingly.

Techniques Used:

1 Sentiment Analysis (BERT, VADER, TextBlob) [14] — Measures customer opinions on
pricing.

2 Topic Modeling (LDA, Word2Vec) [15] — Identifies pricing-related discussions.

Challenges & best practices Despite the advantages, pricing optimization based on
historical data has challenges:
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Table 2. Challenges and solutions

Challenge Solution

Data Quality and Businesses must ensure that historical sales data is clean, consistent,
Integration structured and integrated across multiple sources

Customer Backlash Use transparent pricing policies and ensure fairness. Frequent price
Against Dynamic changes can lead to customer dissatisfaction if not implemented
Pricing transparently

Overfitting in Machine | Regularize models and test on unseen data to prevent overfittings.
Learning Models

Regulatory Compliance | Ensure compliance with antitrust laws and ethical pricing practices.
In some industries, dynamic pricing is subject to legal and ethical
scrutiny (e.g., price discrimination concerns).

Computational Advanced Al models require significant computational power and
Complexity expertise to maintain.

Conclusion. The use of big data, advanced analytics, and machine learning has transformed
pricing and discounting strategies across industries. By leveraging historical sales data, companies
can optimize pricing in real time, enhance customer segmentation, and improve demand
forecasting. By integrating machine learning, demand forecasting, and dynamic pricing
algorithms, companies can increase revenue, improve customer satisfaction, and enhance
operational efficiency. However, ethical considerations and transparency must remain central to
avoid consumer distrust.

As technology evolves, the future of pricing strategies will increasingly rely on automated
Al systems, personalized pricing models, and real-time market intelligence. Companies that invest
in data-driven pricing solutions today will be better positioned to thrive in the dynamic and
competitive business landscape of tomorrow.

The future of pricing optimization will likely see more automated, real-time Al systems,
ensuring that businesses can stay competitive in an increasingly data-driven marketplace.
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HCIIOJIb30BAHUE BOJbIINX JAHHBIX © MAHIMHHOI'O OBYYEHUS1
JJIA OITTUMU3AINNU BU3HEC-PEIIEHUMU B 9JIEKTPOHHOU

KOMMEPIIUU
E.A. Anyes M.A. Bynviesa
Hnorcenep-uccreooeamenv ATEK, Unowcenep Zalando SE,
baxanasep mexnuueckux nayx Mazucmp mamemamuyeckux HayK

AnHotanusi. B coBpeMeHHOH 11(poBOH S5KOHOMHKE KOMITAHHH 3JIEKTPOHHOW KOMMEPLMH CTAJIKHBAIOTCS C
pacTyluM JaBieHHEM, YTOObI OCTaBaThCSI TMOKUMH M KOHKYPEHTOCIIOCOOHBIMHM Ha OBICTPO MEHSIIOLIEMCS PBIHKE.
B3pbIBHOI pocT AaHHBIX U3 OHJIAMH-TpaH3aKLUl, B3aUMOJEHCTBHS C KIMEHTAMU U BHEUIHMX MCTOYHHKOB OTKPBLI
HOBBIE BO3MOXHOCTH JUIsl IPUHSTHUS PELICHUI HAa OCHOBE JaHHBIX. B 3To0i cTaThe paccMaTpuBaeTCs, Kak KOMIIAHUU
MOTYT HMCHOJIB30BaTh OOJIBIINE JaHHbBIE, PACHINPEHHYIO aHAIUTUKY M MAllMHHOE O00y4YeHHE, B YaCTHOCTU METOJIbI
riry6okoro oOydeHHs, TakHMe KakK apXUTCKTypbl Ha OCHOBE TpaHC(OPMEPOB, ISl ONTHMHU3AIWU CTpaTEerui
LIEHOOOpa30BaHMs, CKHIOK U MPOTHO3UPOBAHUS CIPOca. AHATU3UPYS HCTOPHUECKHE NaHHBIE O TIPOAAXKaX HAPALY C
TIOBEACHHEM KIIMEHTOB, IEHOOOPa30BaHIEM KOHKYPEHTOB M CE30HHBIMH TCHICHIUSIMH, KOMIAHUN MOTYT BHEIPATH
JVUHAMHYECKHE W TEPCOHATM3MPOBAHHBIC CTPATETHH LEHOOOpa30BaHMS, KOTOPHIE MOBBINIAIOT NPHOBUIBHOCTS,
yIIy4lIaloT yAOBIETBOPEHHOCTh KIIMEHTOB U ONTUMH3HMPYIOT Olepaluu. B craTbe Takike OCBEIMIAIOTCS TEXHUUYECKUE
OCHOBBI COBPEMEHHBIX MOJIENIEH NMPOTHO3UPOBAHUS CIIPOCA, MEPETOBBIE METOIbI OOYUEHHS M OIEHKH MOAENIEH, a
TaK)Ke peajibHble MPOOJIEMbl, C KOTOPBIMHU CTAJIKMBAIOTCS KOMIIAHWU MPH BHEIPEHHMHU STHX pelleHuil. B koHeuHOM
cueTe, MHTEerpalys TEXHOJIOTHI MCKyCCTBEHHOTO MHTEIUIEKTa M OOJBUIMX JIAHHBIX MPEJCTAaBIISET COOOW MOIIHBIN
CIBUI B TOM, KaK IIPUHUMAIOTCS CTPATETUYECKUE JEJIOBbIE U IIPOU3BOJCTBEHHBIC PELICHUS B CEKTOPE 3JIEKTPOHHOMI
KOMMEPLIHH.

KnarouesBrnle cnoBa: bosbune nanssle, DiekTpoHHas kommepims, Llenosas ontumuzanus, [Iporunosuposanue
crpoca, DI1acTHYHOCTH LieH, CerMeHTaIus KIueHToB, [lepconanu3npoBaHHoe ieHooOpa3oBanue, Mozelu Ha OCHOBE
tpancdopmepoB, MammaHOe 00yuenune, [Iporano3upoBaHie BpEMEHHBIX PSIOB.
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