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I. Introduction
Modern technology has given rise to countless ser-

vices and systems designed to address diverse needs.
However, this abundance has created a major challenge:
users must learn the intricacies of each system’s unique
user interface, making the interaction cumbersome and
time-consuming. Many user interfaces are unintuitive,
requiring specialized skills just to perform basic tasks,
forcing users to constantly adapt rather than focus on
their goals.

This is where a personal assistant becomes essential.
By serving as a unified intermediary, it eliminates the
need to master every user interface individually. Instead
of struggling with inconsistent designs, users can rely
on the personal assistant to seamlessly navigate systems,
translating their intent into the right actions across plat-
forms.

The solution, therefore, lies in prioritizing personal
assistants that simplify and standardize interactions with
the Ecosystem of intelligent systems. By acting as a single
point of control, they improve usability, reduce learning
curves, and dramatically improve efficiency. The future of
seamless technology is not just a better user experience:
it is an assistant that bridges the gap between users and
the Ecosystem of intelligent systems.
The purpose of this article is to analyze existing

solutions to this problem and an approach to eliminating
this problem using the OSTIS Technology.

II. State of the art
Currently, in order to solve the problem of usability

of various information services and unification of user
interfaces, the following is used:

• personal assistants that simplify the processes of
user interaction with various systems;

• standards of protocols and application interfaces
that simplify the integration and interaction of vari-
ous systems with each other.

Digital personal assistants are programs based on
artificial intelligence technologies that help users perform
everyday tasks, such as scheduling, managing contacts,
searching for information, reminding about important
events, etc. [1]–[4].

Nowadays many companies try to develop their own
personal assistants, and the first company that managed
to integrate such an agent into their operating systems
was Apple when they introduced Siri [5] in 2010. Soon
after, many other companies implemented assistance in
the same area in order to help people perform ordinary
everyday actions (Microsoft Cortana [6], Google Now
[7], LG Voice Mate [8], [9]).

The user interface of the personal assistant must
represent the system as a single unified set of back-end
task assistants, enabling the user to conduct a dialog
in which it is easy to switch between these domains.
This involves getting user input commands either as text
or speech and processing the natural language input to
understand it [10].

While a personal assistant streamlines user interac-
tions, it does not inherently resolve the deeper issue
of cross-system compatibility. Standardized protocols
and Application Programming Interfaces can fight this
difficulty but a complete solution requires building an
Ecosystem of semantically interoperable systems where
services seamlessly understand and integrate with one
another.

The study [9], introduces LISSA, a personal assistant
designed to support students in a Virtual Education Space
(VES). This VES acts like a smart Ecosystem, similar to
an Internet of Things (IoT) network, where independent
intelligent tools work together while adapting to user
needs. By integrating LISSA into this system, students
get effective learning help, and the assistant can easily
grow to handle more tasks in the future.

Several years of active development of large language
models(LLMs) have provided developers with new oppor-
tunities to approach problem solving. It is achieved by the
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ability of LLM to suggest a solution for a task that is not
very precisely described.

Some of the most popular branches of works in the
LLM environment and other neural network methods and
tools are recognition of the elements of the user interface,
automation of user interface actions and generation of
user interfaces by a text description.

For frontend software development, commercial and
open-source tools such as Vercel’s V0, Imagica and
OpenV0 have attracted considerable interest using the
capabilities of LLM [11]. These applications adeptly
transform user-provided textual or visual prompts into
concrete, well-structured high-fidelity user interfaces,
along with their associated frontend code, providing
substantial support to designers and developers.

It has become possible for systems to have a set of
primitive actions, and the system itself will decide in
what order to perform these primitive actions. Examples
of such primitive actions might be:

• to open a web page;
• to click a button;
• to fill in a text input field;
• to read some string from a page;
• to recognize an image.
Thus the performance of some action in the system can

be broken down into a sequence of similarly primitive
actions, and the task of deciding in what order and with
what arguments these actions will be performed can be
delegated to the LLM.

Entities that perform primitive user interface actions
are called Web LLM Agents or UI LLM Agents [12].

A Web LLM agent uses the set of states of the agent
in which it can be and some context in which the agent
operates. The context includes the set of allowed actions,
the history of actions performed, results of performed
actions, actions that were not performed due to their lack
of helpfulness, and the agent’s environment, that is, a
description of what is happening on the screen. At each
step, the agent uses the instructions, the environment
(screen), the set of allowed actions, and the history of
executed actions to select the most appropriate action for
the situation, which may or may not change the agent’s
state. Action selection and action execution occur until
the agent reaches the final state or until the maximum
number of actions given to the agent to complete the
task has been performed.

All allowed states are manually selected and described
in detail by the developer. This is done to make it easier
for agents to use the information about the state in which
they are currently in. Observations of the environment
that will come from the outside are thought out, and
an example of an observation coming to the agent is
provided. In the example of such an observation, the
parameters to be changed are replaced by placeholders,
so that the real values with which the agent interacts can

be substituted for them. The final goal and a detailed
description of how to act in each state are also given.

In order to prevent the LLM from suggesting actions
that are currently unavailable, a set of allowed actions is
defined for each state. This may resemble a finite-state
machine in which transitions do not necessarily change
the state of the machine. An alternative or complement
to this approach is to add the actions of all buttons on the
page to the set of allowed actions. This would increase
the agent’s capabilities, but there is a risk that it would
be more difficult for the agent to choose which action to
take at the moment.

Examples of agent’s states for the task of buying
a product that meets user’s requirements is shown on
Figure 1.

It is possible to use several LLMs, so that one model
reasoned and described what is on the page, what should
be achieved and what are the options in current state, and
the other LLM made a decision on what action to perform
based on this reasoning.

[13] describes an approach on how to adapt the LLM
UI Agent to various user interfaces with recognition of
elements of the webpage in order to adapt to unseen
websites and domains. The authors review a method for
learning with fine-tuning and human demonstration for
solving this task. Similar solution parses regions of user
interfaces screenshots into structured elements, which
can be used as an input for the LLM for suggesting next
action [14].

III. Proposed approach
The analysis shows that users should not need to

search through countless services to find what they need.
Instead, a network of compatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatiblecompatible, interconnected services
should work invisibly in the background. For this to suc-
ceed, all resources and tools must seamlessly understand
each other (semantic compatibility). The user’s personal
assistant and not the user should handle selecting the
right service for each task.

Thus, when implementing digital personal assistants,
it is necessary to ensure their scalability and adaptability
to user needs. This means that the system should be able
to automatically adapt to changes in user behavior, taking
into account their preferences, work characteristics, and
other factors.

The OSTIS Technology allows creating
semantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systemssemantically compatible systems (ostis-systems) that
are able to process user requests and problems, taking
into account their context and meaning. This is achieved
through the use of semantic networks that allow
describing knowledge and the connections between it.
Also, the OSTIS Technology provides scalability and
flexibility of the system, which allows it to adapt to
changes in user behavior and needs [15].

The OSTIS Technology provides a universal language
for the semantic representation (encoding) of information
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Figure 1. Web LLM Agent’s states for the task of buying a product

in the memory of intelligent computer systems, called
the SC-code. Texts of the SC-code (sc-texts) are unified
semantic networks with a basic set-theoretic interpreta-
tion, which allows solving the problem of compatibil-
ity of various knowledge types. The elements of such
semantic networks are called sc-elements (sc-nodes and
sc-connectors, which, in turn, depending on orientation,
can be sc-arcs or sc-edges). The Alphabet of the SC-code
consists of five main elements, on the basis of which SC-
code constructions of any complexity are built, including
more specific types of sc-elements (for example, new
concepts). The memory that stores SC-code constructions
is called semantic memory, or sc-memory [16].

The architecture of each ostis-system includes a plat-
form for interpreting semantic models of ostis-systems,
as well as a semantic model of the ostis-system described
using the SC-code (sc-model of the ostis-system). In turn,
the sc-model of the ostis-system includes the sc-model
of the knowledge base, sc-model of the interface, and sc-
model of the problem solver. The principles of the design
and structure of knowledge bases and problem solvers are
discussed in more detail in [17] and [18], respectively.
The principles of the sc-model of the user interface were
described in the articles [19], [20], and [21], on which
this article is based.

Within the OSTIS Technology, the concept of the
OSTIS Ecosystem is introduced [22].

The OSTIS Ecosystem is a socio-technical network,
which is a collective of interacting:

• ostis-systems themselves;
• users of the specified ostis-systems (both end-users
and developers);

• some computer systems that are not ostis-systems
(they can be used as additional information re-
sources or services).

The objectives of the OSTIS Ecosystem are:

• rapid implementation of all agreed changes in ostis-
systems;

• permanent maintenance of a high-level of mutual
understanding between all the systems that are part
of the OSTIS Ecosystem, as well as all their users;

• corporate solution of various complex problems
requiring the coordination of several (most often
a priori unknown) ostis-systems and possibly some
users.

Within the OSTIS Ecosystem, the concept of a personal
ostis-assistant is specified. A personal ostis-assistant is
the ostis-system, which is a personal assistant of the user
within the OSTIS Ecosystem. Such a system provides
opportunities:

• to analyze user activity and form recommendations
for its optimization;

• to adapt to the mood of the user, their personal
qualities, the general environment, the problems that
the user most often solves;

• to permanently train the assistant in the process of
solving new problems, while learnability is poten-
tially unlimited;

• to conduct a dialog with the user in natural language,
including in speech form;

• to conduct a dialog with various systems within the
Ecosystem;

• to provide answers to questions of various classes,
while asking counter-questions in case the system
does not understand something;

• to independently receive information from the entire
environment, and not just from the user (in text or
speech form).

At the same time, the system can both analyze avail-
able information sources (for example, on the Internet)
and analyze the physical world surrounding it, for exam-
ple, surrounding objects or the appearance of the user.

Advantages of the personal ostis-assistant:
• the user does not need to store different information
in different forms in different places: all information
is stored in a single knowledge base compactly and
without duplication;

137



• thanks to unlimited learnability, assistants can po-
tentially automate almost any activity, not just the
most routine one;

• thanks to the knowledge base, its structuring, and the
means of searching for information in the knowledge
base, the user can get more accurate information
more quickly.

Since the user interaction with the OSTIS Ecosystem
occurs only through a personal ostis-assistant, the user
interface of the OSTIS Ecosystem for the user is the
user interface of their personal ostis-assistant. Such an
interface should be adaptive, intelligent, and multimodal.
The structure of such an interface was proposed in the
work [21].

The model of the adaptive user interface occupies
a significant place in such an interface. The model of
the adaptive user interface consists of the model of
the knowledge base of the adaptive user interface and
the model of the problem solver of the adaptive user
interface. In its turn the model of the knowledge base of
the adaptive user interface is a union of the model of
user interfaces and components of user interfaces, the
model of the user context, the model of the external
information constructions and external languages, the
model of incoming and outgoing messages of intelligent
systems and the model that contains methodology of user
interface design. The model of the user context contains
the model of users, the model of user actions, the model
of the environment and the model of devices.

The ostis system design is based on a
component-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approachcomponent-based approach. That means that any
system can use prepared library of components that will
reduce the time that the creation of a system requires
and enlarge the functionality of the system and the
efficiency of the design. That components are created
with the use of the OSTIS Technology which makes
them easy to integrate in any ostis system.

All components are stored as fragments of the knowl-
edge base of the ostis system which makes them ready to
be used by decision making processes described earlier.

A unique feature of the OSTIS Technology is ensuring
the compatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibilitycompatibility for the components of ostis-system
knowledge bases, ostis-system problem solvers, and ostis-
system interfaces due to a single unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basissingle unified formal basis.
Thus, a user interface component for its work must
usually include not only a description of its visual char-
acteristics in the knowledge base but also components of
the problem solver (for example, sc-agents), as well as
the necessary fragments of some subject domain.

As it was shown in previous works [23], it is already
possible to integrate LLM interactions into the OSTIS
Technology, and due to that it is possible to create
context for UI LLM Agents, manage static and dynamic
prompts creation and collect purposes and abilities of
user interfaces and problem solvers of the systems that

create Ecosystem.
The advantages of the OSTIS Technology, and in

particular the transparency it provides, will make it much
more efficient for web agents to operate while handling
user needs. Action planning makes better results in cases
when each component of each system in thoroughly
specified.

Another helpful trait of ostis systems is that each user
interface element is described in the knowledge base,
making it possible for agents to know how to interact
with it and to know what it can be used for. That
helps with adding an ability to explain the reasoning of
choosing specific button to press or any other interface
action.

For navigating between different ostis systems in the
Ecosystem in order to find the one that can solve the
required task, the summary of the components in each
system can be used by agents. That summary, combined
with other context parts, such as current state, previous
actions and results of those actions and description of
states, may be successfully retrieved, compiled as a part
of a dynamic prompt and used as input for LLM.

One of the key aspects of having large knowledge bases
is having proper and convenient tools for visualising and
editing parts of that knowledge graph. Current Ecosystem
of ostis systems supports two languages for knowledge
visualisation: SCn and SCg. The first one has syntax and
semantic rules based on indents and special symbols. In
comparison based on that principle SCg does not use
any additional rules for knowledge visualisation. It has
just nodes and connectors between nodes and connectors
that are directly represent sc-nodes and sc-connectors in
knowledge base and it should take a couple of minutes
to teach someone how to write and read SCg code.

In order to generate new parts of the knowledge base,
personal tools for knowledge base editing should be
accessed by personal assistant.

For easier integration of new visualisation formats
for personal assistants that will meet any users needs,
it was decided to create a pipeline of agents that take
some sc-structure and desired format and translate that
sc-structure into the provided format.

Problem solver for translating an sc-structure
⇒ decomposition of abstract sc-agent*:

{{{• Abstract sc-agent for dividing a structure
⇒ note*:

[The structure is divided into con-
nectivity components]

⇒ implementation*:
C++ language

• Abstract sc-agent for main key
sc-element selection
⇒ note*:

[For each connectivity component
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and each structure the main key
sc-element is selected (it may be
that initially the main key element
is absent or there are several of
them, but after that step each
connectivity component is having
only one main key sc-element)]

⇒ implementation*:
C++ language

• Abstract sc-agent for classifying a
structure
⇒ note*:

[Each connectivity component is
classified to be a logical rule,
weighed graph, scp-program etc.]

⇒ implementation*:
C++ language

• Abstract sc-agent for sc-elements
ordering
⇒ note*:

[For each connectivity component,
semantic ordering of all key el-
ements takes place (the order in
which this connectivity compo-
nent will be perceived when read-
ing)]

⇒ implementation*:
C++ language

• Abstract sc-agent for translating into
visualisation
⇒ note*:

[Translation into the given visual-
ization language takes place: SCn
or SCg]

⇒ implementation*:
C++ language

• Abstract sc-agent for translating into an
external format
⇒ note*:

[The translation to the external for-
mat of the target user interface
interpreter]

⇒ implementation*:
C++ language

}}}

The result of applying this sc-agents pipeline is shown
on Figure 2. This visualisation is aimed at eliminating
intersections of connectors and it is easier to perceive
fragments of the knowledge base.

Agents are always able to get description of elements
placed on the screen because proposed approach suggests
usage of an agent-oriented model for interpreting the
semantic model of adaptive user interfaces. That model
is able to generate user interface based on the task
the user is trying to complete and adapts to the user’s

environment and actions.

IV. Conclusion
The article analyses the problem of the existence of a

large number of tools that are similar in functionality but
different in appearance, which makes it difficult for users
to comfortably meet their needs. Modern approaches
use neural network methods such as recognizing user
interface elements by screenshot, Web LLM Agents and
generating interfaces by description. This problem can be
solved by utilizing a standard for user interface design
and using that standard to create adaptive user interfaces.

It is proposed to use the OSTIS Technology Standard
to reduce the impact of heterogeneous interfaces. A struc-
tured knowledge base created using the proposed model
of adaptive user interfaces will simplify the process of
creating user interfaces.
Suggested approach assumes the use of the OSTIS

Technology, which includes the OSTIS Ecosystem and
personal ostis-assistants to ensure effective and com-
fortable user interaction with the Ecosystem. OSTIS
Technology ensures that actions that system perform are
transparent and it is possible to explain the need of each
action performed.

Within the proposed approach, the user interface of
the OSTIS Ecosystem is considered as the user interface
of a personal ostis-assistant, since the user interacts with
the Ecosystem only through their personal assistant. The
principles of the user interface of the OSTIS Ecosystem
were described, with the main one being the usage of
the component approach to design and the possibility
for a personal assistant to use any user interface compo-
nent within the OSTIS Ecosystem. Models for the user
interface of the OSTIS Ecosystem were proposed and tool
for that interface is described, using the example of a
personal tool for knowledge base editing.
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МОДЕЛИ И СРЕДСТВА ПРОЕКТИРОВАНИЯ
АДАПТИВНЫХ ПОЛЬЗОВАТЕЛЬСКИХ

ИНТЕРФЕЙСОВ ЭКОСИСТЕМЫ
ИНТЕЛЛЕКТУАЛЬНЫХ СИСТЕМ

Садовский М. Е., Жмырко А. В.,
Тищенко В. Н.

В статье рассматриваются принципы автоматизации
действий пользователя при помощи испльзования пер-
сональных ассистентов, модели адаптивных пользова-
тельских интерфейсов Экосистемы интеллектуальных
систем, а также средства индивидуального редактиро-
вания моделей таких интерфейсов.
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