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Abstract—The implementation of artificial intelligence is
a priority direction for the development of information
management systems. Decision support systems (DSS) are
information processing systems that emerged from the in-
tegration of automated management systems and database
management systems. Their purpose is to assist users in
making decisions on complex, unstructured, or weakly
structured problems in various fields of human activity.
Various methods can be used for analysis and generating
recommendations by the system, including information
retrieval, simulation modeling, case-based reasoning, sit-
uational analysis, cognitive modeling, machine learning,
artificial neural networks, data mining, knowledge discovery
in databases, genetic algorithms, and others. This article
proposes a method for the intellectualization of decision
support systems based on the use of OSTIS Technology, in-
telligent agents, and cloud computing. The implementation
of autonomous agents for discovering hidden interpretable
patterns in data and subsequent classifier construction is
described. The effectiveness of the method is confirmed by
the results of a numerical experiment based on model data.

Keywords—decision support systems, cloud computing,
knowledge discovery, data mining, instance-based learning

I. Introduction

Solving problems related to improving the efficiency
of using data warehouses and databases is one of the
priority areas of computer science. This is a science that
deals with the development of methods for processing,
analyzing, and evaluating information, ensuring its effec-
tive use for decision-making [1], [2]. The development
and implementation of artificial intelligence technologies
are the most important factors in the progress of creating
and using information systems [3]–[6]. Currently, the
drivers of intellectualization in these systems are machine
learning, artificial neural networks, and data mining [6]–
[12].

The development of new approaches and technologies
in machine learning largely determines progress in the
field of artificial intelligence [13], [14]. At its core,
machine learning is associated with identifying empirical
patterns in data based on observed instances. Sets of

positive and negative examples related by an unknown
pattern are analyzed, and a classification algorithm is
developed to separate the examples into classes [15],
[16].

In machine learning, a situation has arisen where
the construction of a classification algorithm follows a
standard scheme: a description space of objects is given,
in which a separating surface needs to be constructed.
Learning occurs during the solution of an optimization
problem and involves the construction of decision rules
that provide an extremum for a certain criterion. A
class of decision rules is predefined up to parameters,
and learning is reduced to finding parameter values that
provide an extremum for the selected criterion [17], [18].

The learning process involves multiple executions of
the "training + testing" scenario. Within this process,
through positive and negative reinforcement, the neces-
sary patterns of classifier behavior are formed. However,
learning can only be conducted in an automated mode,
and the constructed classification algorithm represents a
"black box" [19], [20].

An alternative method of learning by precedents can
be implemented based on the properties generality prin-
ciple. The main assumption of this principle is that
instances of the same class share common properties
reflecting their similarity. The learning process is aimed
at investigating the properties of feature combinations
from an a priori dictionary to construct feature spaces
where class patterns do not intersect.

This article proposes a method for the intellectualiza-
tion of decision support systems based on the use of
OSTIS Technology, intelligent agents, and cloud comput-
ing. An original method for implementing autonomous
agents to discover hidden interpretable patterns within
training data and to construct a classifier is presented.
The effectiveness of the method is confirmed by the
results of a numerical experiment.
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II. Decision Support System and Knowledge Discovery
Classification

A decision support system (DSS) is an information
system designed to help specialists quickly solve man-
agerial and organizational problems that may arise un-
expectedly and require prompt responses. DSS emerged
from the integration of management information systems
and database management systems (Fig. 1).

Figure 1. Decision Support System.

Various methods can be used for analysis and generat-
ing recommendations by the system, including informa-
tion retrieval, simulation modeling, case-based reasoning,
situational analysis, cognitive modeling, machine learn-
ing, artificial neural networks, data mining, knowledge
discovery in databases, genetic algorithms, and others.

The implementation of DSS increases the efficiency of
planning and managing processes in organizations. They
facilitate the prompt resolution of emerging problems,
allowing for more informed decisions. This leads to time
savings and a reduction in the number of employees
required, as well as mitigating the human factor in risk
assessment.

In the late 1970s, intelligent decision support systems
(IDSS) emerged, built on the application of artificial
intelligence technologies [21], [22]. Ideally, an IDSS
should act as a consultant-specialist to support decision-
makers. The system should provide information collec-
tion and analysis, identify and diagnose problems, and
propose and evaluate possible courses of action.

In the initial stages of implementation, many intelli-
gent decision support systems were based on approaches
and technologies developed for expert systems [23], [24].
Currently, the construction of IDSS is based on the use
of machine learning methods, artificial neural networks,
and data mining.

For the intellectualization of decision support systems,
it is proposed to use cloud computing technologies and
multi-agent systems (Fig. 2) [25], [26].

Intelligent agents are complex specialized objects that
can interact with each other and possess the following
properties:

Figure 2. Multi-agent System and Decision Support Systems.

• autonomy or semi-autonomy – functioning without
external intervention and ensuring self-control over
their actions and internal states;

• social ability – interacting with other agents through
message exchange using communication means;

• reactivity – the ability to perceive the state of the
external environment;

• pro-activity – agents respond not only to stimuli
from the environment but also proactively initiate
actions.

The Knowledge Discovery Agent (KD-agent) auto-
matically identifies feature combinations that distinguish
classes based on the analysis of training data. The
Classifier Builder Agent (CB-agent) constructs a classi-
fication algorithm by receiving a set of distinguishing
feature combinations from the KD-agent and automati-
cally builds a classifier.

The task of intelligent agents is to implement the
procedure of learning from instances. In the classical
formulation, the mathematical statement of the problem
is as follows: Let X be a set of object descriptions and
Y be a set of valid classification responses. There is an
unknown target dependency y∗ : X → Y the values
of which Xm = {(x1, y1), . . . , (xm, ym)} are known
only for the objects of the training set. It is required
to construct an algorithm a : X → Y that approximates
this target dependency not only on the objects of the finite
set but also on the entire set X .
Traditionally, to solve the problem, a parametric family

of algorithms is first selected, in which the initial param-
eter values are fixed. Then, based on the training data,
the final tuning of the algorithm is performed. In fact,
learning is conducted within the framework of solving an
optimization problem, which is reduced to constructing
algorithms (decision rules) that provide an extremum for
a certain criterion (for example, the value of the average
risk in a special class of decision rules).

The main drawback of the described instance-based
learning method is the lack of the possibility of its
implementation in an automated mode.

Automated instance-based learning is proposed to be
conducted based on the properties generality principle.
Suppose that K = {K1, . . . ,Kl} is the alphabet of
classes, F = {f1, . . . , fn} is the a priori dictionary of
features, and X is the training set. Let V = {v1, . . . , vq}
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(where q = 2n − 1) be the set of all non-empty subsets
formed by all possible combinations of features from
F . The goal of learning is to identify such feature
combinations vi ∈ V that ensure class distinction.
It is proposed to obtain an estimate of the distin-

guishing properties of combinations vi ∈ V in the cor-
responding feature space by constructing class patterns
and comparing their mutual placement. A class pattern
should be constructed based on all its objects in the
training set and will essentially represent the domain
of the class. Feature combinations vi ∈ V that ensure
class distinction are those for which, in the corresponding
feature space, the patterns of different classes do not
intersect.

The corresponding task is called Knowledge Discovery
Classification (KDC task). The problem statement is as
follows: Let two sets {I0}, {I(S)} be given - admissible
training information I0(K1, . . . ,Kl) and descriptions
I(S) of admissible objects S ∈ M respectively. It is
required, based on the analysis of the set of information
I0(K1, . . . ,Kl), to find a set of distinguishing qualities
of classes Q(K1, . . . ,Kl) such that Ki∩Kj = ∅, ∀i ̸= j
(where i, j = 1, 2, . . . , l) and then, using the set Q(S),
compute the values of predicates Pj(S), j = 1, 2, . . . , l.

III. OSTIS Technology and Intelligent Agents
The process of representing the formal ontology of

a subject domain and designing intelligent agents can
be implemented based on the comprehensive compo-
nent design technology of intelligent systems - OSTIS
Technology (Open Semantic Technology for Intelligent
Systems) [27].

The operation of intelligent agents is based on training
data. The procedure for its formation begins with the
construction of an alphabet of classes and an a priori
dictionary of features. The use of OSTIS Technology
allows, through SC-code (sc-models), to get the semantic
representation of classes, the formalized representation
of features of the a priori dictionary, and to construct a
training set model.

The result of the KD-agent’s work is a set of feature
combinations V ∗ = {v∗1 , . . . , v∗t }, which possess the
property of class distinction. Each combination v∗i ∈ V ∗

defines a pattern of the form "in the space of feature com-
binations v∗i , the classes do not intersect" and is formally
described using the unified representation language – SC-
code.

The input information for the KD-agent is the a priori
dictionary of features F = {f1, . . . , fn} and the training
set X , and the result of its work is a set of feature com-
binations V ∗ = {v∗1 , . . . , v∗t } (where 0 ≤ t ≤ 2n − 1),
ensuring class distinction (Fig. 3). The mathematical
statement of the problem for the KD-agent is as follows:
Let F = {f1, . . . , fn} be the a priori dictionary of
features, X be the training set. It is required to find
feature spaces in which class patterns do not intersect.

Figure 3. KD-agent Operation Scheme.

Let V = {v1, . . . , vq} (where q = 2n − 1) be the
set of all non-empty subsets formed by all possible
combinations of features from F . The algorithm for
searching on the set V for feature combinations that
ensure class distinction is as follows:

Step 1. Select a subset V + = {v+1 , . . . , vi+} of V ,
where v+i contains only one feature.
Step 2. For each v+i we construct class patterns (class

definition areas) and compare their mutual placement
[28].

Step 3. If class patterns do not intersect, then feature
v+i is included in the set V ∗ = {v∗1 , . . . , v∗k}.

Step 4. Exclude from the set V = {v1, . . . , vq} the sub-
set V + = {v+1 , . . . , v+n } and get V ∆ = {v∆1 , . . . , v∆p }.

Step 5. Exclude from V ∆ all combinations of v∆i , that
contain any combination from V ∗ = {v∗1 , . . . , v∗k}.
Step 6. Take the next combination v∆i from V ∆ and

build a feature subspace based on it.
Step 7. In this feature subspace, we construct class

patterns and compare their mutual placement.
Step 8. If the class patterns do not intersect, we include

the combination of features v∆i in the set V ∗, and exclude
from V ∆ all combinations that contain v∆i .
Step 9. Repeat the process until V ∆ is empty.
As a result of the algorithm execution, the set V ∗ =

{v∗1 , . . . , v∗t } is formed, where 0 ≤ t ≤ q.
The input information for the CB-agent is the train-

ing set X and the set of feature combinations V ∗ =
{v∗1 , . . . , v∗t }, ensuring class distinction, and the result
of its work is a classification algorithm.

The mathematical statement of the problem for the
CB-agent is as follows: Let X be a set of object descrip-
tions and Y be a set of valid classification responses.
There is an unknown target dependency y∗ : X → Y ,
the values of which Xm = {(x1, y1), . . . , (xm, ym)}
are known only for the objects of the training set. It is
required, based on the set V ∗ = {v∗1 , . . . , v∗t } of feature
combinations ensuring class distinction, to construct an
algorithm a : X → Y that approximates this target
dependency not only on the objects of the finite set but
also on the entire set X(Fig. 4).

Feature combinations v∗i ∈ V ∗ define decision spaces
in which class patterns do not intersect. In such spaces,
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Figure 4. CB-agent Operation Scheme.

classification is conducted in terms of the KDC task
according to the rule:

• for each feature combination v∗i ∈ V ∗ (where
i = 1, 2, . . . , t), based on the training data, cluster
structures P i

1, . . . , P
i
l – class patterns K1 , . . . ,Kl

are constructed;
• the object under study S ∈ Km if S ∈ P i

m∀i =
1, 2, . . . , t.

IV. Example of Supervised Learning Based on Model
Data

Let the following be given:
• class A (four-digit decimal numbers with digits in

the Units place ranging from 0 to 4 inclusive), class
B (four-digit decimal numbers with digits in the
Units place ranging from 5 to 9 inclusive, and in
the two higher places Hundreds and Thousands a
pair of digits of the form even-even or odd-odd),
class C (five-digit decimal numbers with digits in
the Units place ranging from 5 to 9 inclusive, and
in the two higher places Hundreds and Thousands
a pair of digits of the form even-odd or odd-even);

• a priori dictionary of features F =
{Units, Tens,Hundreds, Thousands};

• the content of the training set is presented in Table I.

Table I
Training Set

n/n Class A Class B Class C
1 7854 2479 4319
2 9723 7327 7205
3 5481 8256 3856
4 4270 6825 9248
5 3422 1798 3037
6 1351 3756 2965
7 2650 4439 2389
8 5964 5917 7827
9 9293 9385 5408
10 8762 3148 8746

Table II presents the results of the study of the
intersection of patterns of class A and the class formed by
combining instances of classes B and C. From Table II,
it can be seen that:

Table II
Results for classes A and B+C

A B+C A B+C
0 2 0 0 0 1
1 2 0 1 0 1
2 2 0 2 2 3
3 2 0 3 1 4
4 2 0 4 2 3
5 0 4 5 0 0
6 0 4 6 1 0
7 0 4 7 2 3
8 0 4 8 1 3
9 0 4 9 1 2
0 0 2 0 0 0
1 0 2 1 1 1
2 2 3 2 1 3
3 0 2 3 1 4
4 0 3 4 1 2
5 3 3 5 2 2
6 2 1 6 0 1
7 1 1 7 1 3
8 1 2 8 1 2
9 1 1 9 2 2

U
ni
ts

H
un
dr
ed
s

Te
ns

Th
ou
sa
nd
s

Table III
Results for classes B and A+C

B A+C B A+C
0 0 2 0 0 1
1 0 2 1 1 0
2 0 2 2 1 4
3 0 2 3 2 3
4 0 2 4 2 3
5 2 2 5 0 0
6 2 2 6 0 1
7 2 2 7 2 3
8 2 2 8 1 3
9 2 2 9 1 2
0 0 2 0 0 0
1 1 1 1 1 1
2 2 3 2 1 3
3 1 1 3 2 3
4 1 2 4 1 2
5 2 4 5 1 3
6 0 3 6 1 0
7 1 1 7 1 3
8 1 2 8 1 2
9 1 1 9 1 3

U
ni
ts

H
un
dr
ed
s

Te
ns

Th
ou
sa
nd
s

• values 0, 1, 2, 3, 4 of the Units feature are present
only in representatives of class A, and values 5, 6, 7,
8, 9 only in representatives of the combined class
B+C, which means that the Units feature ensures
the distinction between classes A and the combined
B+C;

• features Tens, Hundreds and Thousands do not pos-
sess the property of distinguishing classes A and the
combined B+C.

Table III presents the results of the study of the
intersection of patterns of class B and the class formed
by combining representatives of classes A and C. From
Table III, it can be seen that none of the features Units,
Tens, Hundreds or Thousands ensures the distinction

238



between classes B and A+C.
Table IV presents the results of the study of the

intersection of patterns of class C and the class formed
by combining instances of classes A and B.

Table IV
Results for classes C and A+B

C A+B C A+B
0 0 2 0 1 0
1 0 2 1 0 1
2 0 2 2 2 3
3 0 2 3 2 3
4 0 2 4 1 4
5 2 2 5 0 0
6 2 2 6 0 1
7 2 2 7 1 4
8 2 2 8 2 2
9 2 2 9 1 2
0 2 0 0 0 0
1 1 1 1 0 2
2 1 4 2 2 2
3 1 1 3 2 3
4 2 1 4 1 2
5 1 5 5 1 3
6 1 2 6 0 1
7 0 2 7 2 2
8 1 2 8 1 2
9 0 2 9 1 3

U
ni
ts

H
ud
re
ds

Te
ns

Th
ou

sa
nd

s

From Table IV, it can be seen that none of the
features Units, Tens, Hundreds or Thousands ensures the
distinction between classes C and A+B.

The results of the study of the properties of the features
Units, Tens, Hundreds and Thousands demonstrated that
the properties of the Units feature are unique for class
A, and the following intermediate classification rule can
be formulated:

IF (0 ≤ Units ≤ 4) THEN Class A
ELSE (Class B or Class C)

. Next, to finalize the classifier, it is necessary to find
feature combinations that ensure the distinction between
classes B and C.
Let’s proceed to analyze the properties of feature

combinations (Units, Tens), (Units, Hundreds), (Units,
Thousands), (Tens, Hundreds), (Tens, Thousands), (Hun-
dreds, Thousands).

Table V presents the results of the study of the mutual
placement of patterns of classes B and C in the space
formed by the combination of features (Units, Tens).
From Table V, it can be seen that there are intersec-

tions of patterns of classes B and C (pairs 27, 48 and
56), and the combination of features (Units, Tens) does
not ensure the distinction between classes B and C.
Table VI presents the results of the study of the

mutual placement of patterns of classes B and C in the
space formed by the combination of features (Hundreds,
Thousands). From Table 6, it can be seen that the patterns
of classes B and C do not intersect. For representatives
of class B, the combinations of values of features (Hun-
dreds, Thousands) are either (even, even) or (odd, odd),

Table V
Results of placement of patterns B and C in the space (Units, Tens)

Units
Tens 0 1 2 3 4 5 6 7 8 9

0 C B C
1 C
2 B B,C
3 C B
4 C B,C
5 B,B,C
6 C
7 B
8 B C
9 B

Table VI
Results of placement of patterns B and C in the space (Hundreds,

Thousands)

Hundreds
Thousands 0 1 2 3 4 5 6 7 8 9

0
1 B
2 C B C
3 C B B C
4 C B
5 C B
6 B
7 C B C
8 B C
9 C B

while for representatives of class C, the combinations
of values of features (Hundreds, Thousands) are either
(odd, even) or (even, odd).
The results of the study of the properties of feature

combinations (Units, Tens) and (Hundreds, Thousands)
demonstrated that the classification rule for representa-
tives of the two classes C and B is as follows:

IF ((Hundreds, Thousands) = (even, even) or
(Hundreds, Thousands) = (odd, odd))

THEN Class B ELSE Class C
Combining the two local rules identified during the

study, for the three classes A, B, C, we obtain the
following general rule for constructing the classifier:

IF (0 ≤ Units ≤ 4) THEN Class A
ELSE IF ((Hundreds, Thousands) = (even, even) or
(Hundreds, Thousands) = (odd, odd)) THEN Class B

ELSE Class C

V. Conclusion
The article proposes a method for the intellectualiza-

tion of decision support systems based on the joint use of
OSTIS Technology, autonomous agents, and cloud com-
puting. An original method for implementing intelligent
agents based on the properties generality principle is
presented. The input is a training set, and by interacting
with each other, the agents automatically implement
supervised learning.
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An algorithm for learning from instances is described
to identify feature combinations that possess the prop-
erty of class distinction. In an automated mode, the
training data is analyzed, and a classifier is constructed.
A model example demonstrates the results of applying
an intelligent agent for the automatic construction of a
classification algorithm based on the proposed method
and algorithm for learning from instances.
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ИНТЕЛЛЕКТУАЛИЗАЦИЯ СИСТЕМ
ПОДДЕРЖКИ ПРИНЯТИЯ РЕШЕНИЙ

НА ОСНОВЕ ОБЛАЧНЫХ
ВЫЧИСЛЕНИЙ

Краснопрошин В. В., Родченко В. Г.,
Карканица А. В.

Системы поддержки принятия решений представля-
ют собой системы обработки информации, которые
возникли в результате слияния автоматизированных
систем управления и систем управления базами дан-
ных. Их назначение – помогать пользователям при-
нимать решения по сложным не- или слабострукту-
рированным проблемам. Для анализа и выработки си-
стемой предложений могут быть использованы различ-
ные методы – информационный поиск, имитационное
моделирование, рассуждение на основе прецедентов,
ситуационный анализ, когнитивное моделирование,
машинное обучение, искусственные нейронные сети,
интеллектуальный анализ данных, поиск знаний в
базах данных, генетические алгоритмы и др. В ста-
тье предлагается метод интеллектуализации систем
поддержки принятия решений на основе использова-
ния технологии OSTIS, интеллектуальных агентов и
облачных технологий. Описывается реализация авто-
номных агентов для обнаружения в данных скрытых
интерпретируемых закономерностей и последующего
построения классификатора. Эффективность метода
подтверждается результатами численного эксперимен-
та на основе модельных данных.
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