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AHHoTauus. B paHHoi paboTe paccMoTpeHa HelpoceTeBasi mogenb OneFormer, nogxogsiias ans ocy-
LYeCTBMNEHUS] CEeMaHTUYECKO CErMeHTaLuu, CErMeHTaLuuu SK3EMMMSPOB M MaHOMTUYECKON CermMeHTaLum
n3o0paxeHus, paccMOTpeHa apxuTekTypa moaenu OneFormer, KntoyeBble KOMMOHEHTLI apXUTEKTYPbI, 00eC-
MeymBatoLLMe YHUBEPCANbHOCTL MOAENM, YKa3aHbl HeOCTATKM MOAENN.
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Abstract. This paper reviews the neural network model OneFormer suitable for semantic segmentation, in-
stance segmentation and panoptic segmentation in an image, reviews the architecture of OneFormer model,
its key components that ensure the versatility of the model, points out the limitations of the model.
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This paper reviews the OneFormer model. This model was released in late 2022. It is one of the most
popular models applicable to the task of instance segmentation in an image. The key feature of the model is its
versatility in performing semantic segmentation, instance segmentation and panoptic segmentation tasks. The
OneFormer model uses a single unified framework that covers all aspects of image segmentation. It is trained
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for all three tasks only once, significantly reducing the time and complexity to achieve results.
The general idea of OneFormer architecture, its versatility and compactness compared to other archi-
tectures are shown in the figure below:
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Fig. 1. General idea of OneFormer model architecture

During the training process, the OneFormer architecture dynamically adapts the model's behavior based
on the current segmentation task. For this purpose, information in the format «task - {task}» is included in the
input data.

The input task is randomly selected from a set of available tasks that includes panoptic segmentation,
semantic segmentation, and instance segmentation for each training image. This random selection allows the
model to learn and adapt to different types of segmentation tasks during training.

A one-dimensional task token is generated from the input data. OneFormer thus ensures that the model
has knowledge of the task it needs to perform and can adjust its behaviour accordingly.

In addition, input data in the format «task - {task}» influences the creation of a text list that represents
the number of binary masks for each class in the source label. This text list is mapped to text query represen-
tations, providing task-specific information that helps improve model predictions and segmentation.

OneFormer provides task-specific training and enables the development of a unified segmentation sys-
tem because the model depends on «task - {task}» inputs and takes into account specific information.

OneFormer is also designed to accept user query sets as inputs. Query set representations facilitate
communication and interaction between different components in the model architecture. These representa-
tions are used in the transducer decoder, where they are responsible for collecting and integrating information
from both the input image and the task-specific context.

During training, the OneFormer model uses two sets of queries: text queries (Qtext) and object queries
(Q). Qtext is a textual representation of segments in an image, while Q is an image-based representation.

To obtain Qtext, text entries are tokenised and passed through a text encoder, which consists of a 6-
layer transducer. This encoding process generates a list (Ntext) of text attachments that capture information
about the number of binary masks and their corresponding classes present in the input image.

The set of trained textual contextual embeddings (Qctx) is then combined with the encoded textual e m-
beddings, resulting in N text queries (Qtext).

The architecture of the text transducer is shown in the figure below.

Object queries (Q') are initialised as a repetition of the token task (Qtask) N - 1 times to retrieve an ob-
ject Q. The Q' are then updated using instructions from features in a two-layer transformer. The updated object
queries are merged with Qtask, resulting in a task-conditioned representation of N queries, denoted as Q.

This initialisation and concatenation step, as opposed to random initialisation, is crucial to effectively
train the model for multiple segmentation tasks.
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Fig. 2. The architecture of the text transducer

The overview architecture of the OneFormer model is shown in the figure below:
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Fig. 3. The architecture of the OneFormer model

The OneFormer model shows high accuracy which has been tested on three datasets (CityScapes Da-
taset, ADE20K Dataset, COCO Dataset).

An example of image segmentation using the OneFormer model showing higher accuracy compared to
the Mask2Former model is shown in the figure below:

Despite its versatility, the OneFormer has some disadvantages. These include:

1)  The model has high computational requirements and may need a lot of resources for training and
deployment.

2) The model is sensitive to the dataset used as its performance depends on it. Additional tuning is
also needed for specific datasets.

3) Training OneFormer can be time consuming due to the complexity of the model architecture.

4) The large size of the OneFormer model due to the high number of multitasking components can af-
fect memory usage and limit the ability to deploy in resource-constrained environments.
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Image Ground Truth Mask2Former OneFormer

Fig. 4. The example of image segmentation using Mask2Former and OneFormer models

Thus, the OneFormer model is a universal model that uses a unified structure for all image segmenta-
tion tasks. The model achieves high performance for image segmentation tasks in various domains.

OneFormer's compact architectural design provides robustness and adaptability. At the same time, the
ability to include task-specific information through user query views improves model understanding.

The model shows high accuracy and efficiency on benchmark datasets.

Although the OneFormer model has limitations, it represents a significant step forward in the field of im-
age segmentation.
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