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Проведён сравнительный анализ современных методологий обеспечения катастрофоустойчивости в вирту- 
ализированных IT -инфраструктурах. Особое внимание уделено роли резервного центра обработки данных 
(ЦОД) и механизмам синхронизации. В работе предложена концептуальная модель автоматизирован­
ной системы аварийного восстановления, основанная на политиках, управляемых бизнес-метриками 
(RTO/RPO). Данная модель обеспечивает адаптивный выбор сценария переключения и минимизирует 
влияние человеческого фактора в процессе реагирования на инциденты.

В ве д е н и е

В эпоху цифровизации и активного внед­
рения технологий виртуализации обеспече­
ние непреры вности бизнес-процессов становит­
ся одной из клю чевы х задач управления IT - 
инфраструктурами. Нарушение доступности сер­
висов вследствие техногенны х или природны х 
катастроф  мож ет привести к значительным фи­
нансовым и репутационным потерям. Д ля ми­
нимизации таких рисков организации внедряют 
стратегии аварийного восстановления (Disaster 
Recovery Plan, D R P ), базирую щ иеся на созда­
нии географически удалённого резервного ЦОД. 
Эффективность любой стратегии оценивается по 
двум ключевым бизнес-метрикам: RTO (Recovery 
T im e O bjective) -  целевое время восстановле­
ния, и R PO  (Recovery Point O bjective) -  целевая 
точка восстановления. Целью настоящей работы  
является сравнительный анализ основных подхо­
дов к обеспечению  катастроф оустойчивости , их 
оценка по критериям R T O /R P O , и обоснование 
необходимости разработки автоматизированной 
системы , способной адаптивно вы бирать меха­
низм переключения при сбое.

I. А н ал и з  б а з о в ы х  м е т о д о л о г и й  
к а т а с т р о ф о у с т о й ч и в о с т и

Фундаментом катастрофоустойчивой инфра­
структуры  является резервный ЦОД. Сущ еству­
ю т  четы ре базовы х подхода, отличающ ихся по 
принципу действия, стоим ости  и достигаемы м 
показателям R TO  и R PO .

Восстановление из резервных копий (Backup 
and Restore). Данная м етодология основана на 
периодическом (как правило, еж есуточном ) со­
здании образов виртуальны х машин. Принцип 
действия заклю чается в развертывании инфра­
структуры  «с  нуля» из последней копии в ре­
зервном Ц ОД . Из-за периодического характера 
и необходимости ручного вмешательства данный

подход характеризуется вы сокими R T O  и R P O , 
измеряемыми в часах или днях.

Репликация виртуальны х машин. Техноло­
гия обеспечивает непрерывное копирование дан­
ных ВМ  на резервную площ адку в асинхронном 
реж име. Принцип действия состои т в том , что  
на резервной площадке поддерживаются актуаль­
ные копии ВМ, готовые к запуску. Э то позволяет 
достичь низкого R P O  (минуты), однако сам про­
цесс переключения (failover) часто требует руч­
ного или автоматизированного запуска.

Географ ически распределённый кластер 
(Metro Cluster). Э тот подход объединяет два ЦОД 
в единую  отказоустойчивую  систем у с синхрон­
ной репликацией данных. Принцип действия за­
клю чается в том , что  система хранения данных 
обрабаты вает обе площ адки как единое целое. 
Э то  позволяет автоматически переклю чать на­
грузку  при сбое, обеспечивая R P O , близкий к 
нулю, и R TO  в пределах минут.

Бесш овная отказоустойчивость (Fault 
Tolerance, F T ). Технология создает полную, син­
хронно работаю щ ую  копию  ВМ . Принцип дей­
ствия основан на технологии lockstep, когда 
каж дая операция выполняется одновременно 
на основной и теневой ВМ . Э то  обеспечивает 
мгновенное переключение без простоя  и потерь 
данных (R T O = 0 , R P O = 0 ), являясь самым доро­
гостоящ им решением.

Сводная сравнительная характеристика рас­
смотренных подходов приведена в таблице 1.

II. А р х и т е к т у р а  с и с т е м ы  а в т о м а т и з а ц и и  
а в а р и й н о г о  в о с с т а н о в л е н и я  н а  о с н о в е

п о л и т и к

Анализ сущ ествующ их подходов показывает, 
что  их клю чевым недостатком  является зависи­
мость от  человеческого фактора на этапе приня­
тия решения. Д ля устранения этого  недостатка 
предлагается концептуальная модель автомати­
зированной системы , реализующ ей адаптивный,
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управляемый политиками выбор сценария восста­
новления.

Я дром  предложенной концептуальной моде­
ли является модуль принятия решений (Policy 
Engine). Работа системы, как показано на рис. 1, 
инициируется событием от модуля мониторинга, 
которое передается в модуль анализа для класси­
фикации инцидента. Получив классифицирован­
ный инцидент (например, «отказ хоста» (физиче­
ского сервера, на котором работают виртуальные 
машины) или «полный отказ Ц О Д »), модуль при­
нятия решений обращ ается к внешней матрице 
политик (Базе знаний). В данной матрице заранее 
определены правила, сопоставляющ ие тип инци­
дента и уровень критичности сервиса (определя­
емый его R T O /R P O ) с конкретным сценарием 
восстановления (R ecovery W orkflow ). На основе 
этого сопоставления система делает адаптивный 
выбор: для некритичного сервиса при отказе од­
ного хоста мож ет бы ть выбран сценарий переза­
пуска средствами HA, тогда как для критичного 
сервиса при полном отказе Ц О Д  будет иници­
ирована активация M etro Cluster. Выбранный 
сценарий передается на исполнение, где запуска­
ются соответствующ ие технические процедуры и 
отправляются уведомления администраторам.
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Рис. 1 -  Архитектура системы адаптивного 
восстановления

Такая архитектура позволяет системе не про­
сто  реагировать на сбой, а адаптивно выбирать 
наиболее релевантный и экономически оправдан­
ный способ восстановления, минимизируя как вре­
мя простоя, так и избыточные затраты.

III. В ы в о д ы

К атастроф оустойчивость является критиче­
ски важным аспектом функционирования совре­
менных виртуализированных IT -инфраструктур. 
Проведенный сравнительный анализ показал, 
что, хотя вы бор технологии аварийного восста­
новления и долж ен определяться метриками 
R T O /R P O , эф ф ективность сущ ествующ их реше­
ний ограничена зависим остью  от человеческого 
фактора.

Д ля решения этой проблемы предложена 
концептуальная модель автоматизированной си­
стемы, управляемая политиками. Она устраняет 
задерж ки и ош ибки, связанные с ручны м вме­
шательством, путем автоматического выбора оп­
тимального сценария восстановления на основе 
критичности сервиса. Такой подход трансформи­
рует процесс реагирования на инциденты, поз­
воляя перейти от  реактивного к проактивному 
управлению. Э то повыш ает адаптивность систе­
мы, сокращает время реакции при переключении 
меж ду ЦОДами и минимизирует риски для биз­
неса.
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Таблица 1 -  Сравнительная характеристика подходов
Критерий Резервное копиро­

вание
Репликация M etro Cluster Fault Tolerance

RTO от 4 до 48 часов от 15 мин до 1 часа от 1 до 5 минут Ноль (мгновенно)
R PO от 12 д о  24 часов 

(зависит от  часто­
ты копирования)

от 15 сек до  5 ми­
нут (зависит от ка­
нала связи)

Н оль (синхронная 
репликация)

Ноль (без потерь 
данных)

Слож ность Низкая Средняя Высокая Высокая
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